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In vehicular communications, the use of IP-based vehicular networking is expected to enable the 
deployment of various road applications, namely for vehicle-to-infrastructure (V2I), infrastructure-to-
vehicle (I2V), vehicle-to-vehicle (V2V), and vehicle-to-everything (V2X) communications. This paper 
surveys vehicular networking based solely on the Internet Protocol (IP), which is defined as IP Vehicular 
Networking, in smart road scenarios. This paper presents a background tutorial on IP-based networking, 
with an overview of the main technologies enabling IP vehicular networking, vehicular network 
architecture, vehicular address autoconfiguration, and vehicular mobility management. IP-based vehicular 
use cases for V2I, V2V, and V2X are presented and are analyzed based on the latest standardization 
and research activities. The paper highlights several research challenges and open issues that must be 
addressed by researchers, implementers and designers, and discusses security considerations that should 
be factored in for a secure and safe vehicular communication. Finally, this paper offers current and 
future directions of IP-based vehicular networking and applications for human-driving vehicles, partially 
autonomous vehicles, and autonomous vehicles in smart roads.

© 2021 Elsevier Inc. All rights reserved.
1. Introduction

Over the past decades, vehicular networking has been gaining 
more and more attention from both academia and industry along 
with other emerging technologies such as automated vehicles, In-
ternet of Things (IoT), and artificial intelligence (AI). Recently, the 
increasing presence of connected and automated vehicles (CAV) 
technologies has become a new promising pattern that may come 
to fundamentally change the landscape of smart road networks, 
also called Intelligent Transportation Systems (ITS). For the purpose 
of connecting vehicles with wireless communications, the industry 
has developed IEEE 802.11p-based wireless communication tech-
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nologies, called Dedicated Short-Range Communications (DSRC) [1]
in the US and ITS-G5 [2] in the European Union (EU). Alternatively, 
the 3rd Generation Partnership Project (3GPP) has completed the 
first version of Long-Term Evolution (LTE) V2X technology specifi-
cation [3] in 4G-LTE network, and been investigating new use cases 
and technology requirements in 5G and beyond networks [4,5]. 
For enabling vehicular networking, the US Federal Communications 
Commission allocated wireless channels in the range of 5.850 ∼
5.925 GHz [1], whereas the EU assigned a radio spectrum in the 
5.875 ∼ 5.905 GHz band [6]. DSRC/ITS-G5 or LTE/5G V2X technolo-
gies provide V2I, I2V, V2V and V2X communications, which is an 
important building block for future ITS applications. Considering 
the peculiar dynamics of vehicular mobility, along with the local 
scope targeted by DSRC, ITS-G5 and LTE/5G V2X for ITS applica-
tions (e.g., intersection collision and lane change warning), non-IP 
protocol stacks have been developed by IEEE Wireless Access in 
Vehicular Environments (WAVE) [7–10], ISO Communications Ac-
cess for Land Mobiles (CALM) [11], and the European Telecom-
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Fig. 1. An architecture of vehicular networks.

munications Standards Institute (ETSI) ITS [12]. Those standards 
use different kinds of messages such as the basic safety message 
(BSM) [10], the cooperative awareness message (CAM) [13], and 
the decentralized environmental notification message (DENM) [14], 
respectively.

However, with the currently growing interest of new vertical 
markets (e.g., IoT and Multi-access Edge Computing (MEC) [15]) in 
vehicles’ on-board sensors and intra-vehicular network, as well as 
the need for global connectivity in support of future tele-operated 
or automated driving, IP is again attracting increasing attention, 
because IP is the most popular network protocol for the Inter-
net. None of the IEEE WAVE, ISO CALM, and the ETSI ITS stacks 
are exclusive to IP, but IP-specific vehicular networking, notably 
for safety-related applications, has been subject to less research 
over the past decade. Both WAVE 1609.3 [9] and CALM [16] al-
low for UDP/IP layers to transmit non-safety-related messages over 
the DSRC access technology. ETSI has integrated a GeoNetwork-
ing encapsulation for transmitting IP packets over ITS-G5 access 
technologies [17]. However, IP mechanisms (e.g., retrieving and 
maintaining IP addresses, IP multihop wireless/wired connectiv-
ity, the need for automotive industry-grade security and privacy, 
and mechanisms to integrate intra-/inter-vehicular networks into 
an IoT or MEC framework) have not yet been addressed in a co-
herent way. Fig. 1 shows an architecture of vehicular networks 
having both V2I and V2V communications using either LTE/5G V2X 
or DSRC links. Vehicles in this architecture can communicate with 
a remote traffic control center via a vehicular cloud, and other ser-
vices provided by vendors can also be used, e.g., tele-operation 
for vehicles and vehicle telemetry services. A vehicle can share its 
internal sensors and devices information with others via Ethernet-
based intra-vehicle networks by an on-board unit (OBU) for en-
hanced smart road services.

1.1. Definitions

This subsection defines new terms used in this paper.
Road-Side Unit (RSU): An entity has the Internet access by ei-

ther a wired or wireless network interface and at least one wire-
less communication interface for vehicular communications, such 
2

as DSRC and/or LTE/5G V2X. It can be placed at different locations, 
e.g., street intersections, bus stops, and road guide signs. It can be 
a router for routing IP packets in the Internet, which can be called 
a wireless Access Router (AR) or an Internet Gateway (IGW).

On-Board Unit (OBU): An entity which has at least one dedi-
cated wireless interface, such as DSRC and/or LTE/5G V2X, that can 
communicate with other OBUs and RSUs; it is installed on a vehi-
cle.

Vehicle: An entity which is an automobile driven by a driver 
or a computer (in the case of a self-driving vehicle). It includes 
an OBU and a navigation system using Global Positioning System 
(GPS) technology. A vehicle can also be called a Mobile Node (MN), 
or a Mobile Host (MH) in different contexts.

Traffic Control Center (TCC): An entity which manages and or-
chestrates road systems, including road communication infrastruc-
ture (e.g., RSU), traffic lights, navigation systems, road surveillance 
systems, and loop detectors. It can track vehicles moving on the 
road networks under its control and maintains traffic statistics per 
road segment such as average speed, vehicle inter-arrival time, and 
speed deviation. It is a core part of the vehicular cloud for vehicu-
lar networking.

Note that this paper uses a set of acronyms and abbreviations 
for easy naming of terms, as shown in Table 1.

1.2. Existing surveys

A number of surveys have been published on a variety of areas 
related to vehicular networking recently. Khelifi et al. [18] surveyed 
recent advances and implementations of a named data networking 
for vehicular networks, focusing on the information-centric net-
working aspect. Qayyum et al. [19] reviewed security problems 
using machine learning (ML) techniques in vehicular networks, and 
highlighted challenges for using the techniques. It particularly fo-
cused on adversarial ML attacks on connected and autonomous 
vehicles. Wang et al. [20] provided a survey about networking and 
communications in autonomous driving, paying attention to intra-
and inter-vehicle communications. Peng et al. [22] studied vehicu-
lar communications from a network layer aspect, and investigated 
different techniques for manual and automated driving vehicular 
networks, respectively. Rettore et al. [21] introduced a vehicular 
data space in vehicular networks for ITS, with a perspective of 
data collection, creation, preparation, processing, and use. Siegel 
et al. [24] investigated the architectures, enabling technologies, ap-
plications, and challenges in connected vehicles environments, es-
pecially concentrating on available technologies and applications. 
MacHardy et al. [25] reviewed various access technologies for V2X 
communications, and provided a general overview of the current 
research challenges in each access technology. Ahmed et al. [26]
touched advances in several aspects of cooperative vehicular net-
working, including physical, medium access control, routing proto-
cols, link scheduling, and security. Other surveys focused on differ-
ent topics in vehicular networking, such as heterogeneous vehicu-
lar networking [27], vehicular social networking [28], routing [29], 
authentication and privacy [23,30], and pseudonym [31].

Each of these surveys either focused on non-IP vehicular net-
working or addressed IP-vehicular networks only in a generic con-
text (e.g., only mobility and only routing). Moreover, no recent 
survey has specifically described the detailed aspects of IP-based 
vehicular networking, such as network architecture, IP address au-
toconfiguration, mobility management, activities in Standards De-
veloping Organizations (SDOs), as well as research challenges and 
issues. Table 2 shows a comparison of this survey and recent re-
lated surveys from aspects of tutorial, use cases, architecture, mo-
bility management, standardization, and challenges and research 
issues.
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Table 1
Acronyms and abbreviations.

Acronym Description

AAA Authentication, Authorization, and Accounting

AR Access Router

BU Binding Update

CALM Communications Access for Land Mobiles

CMA Central Mobility Anchor

CN Corresponding Node (or Correspondent Node)

DAD Duplicate Address Detection

DetNet Deterministic Networks

DHCPv6 Dynamic Host Configuration Protocol version 6

DMM Distributed Mobility Management

DNS Domain Name System

DSRC Dedicated Short-Range Communications

EPC Evolved Packet Core

GN Geographic Networking

HA Home Agent

HMIPv6 Hierarchical Mobile IPv6

ICMPv6 Internet Control Message Protocol version 6

IEEE 802.11-OCB IEEE 802.11 Outside the Context of a Basic Service Set

IGW Internet Gateway

IKEv2 Internet Key Exchange version 2

IPsec Internet Protocol Security

IPWAVE IP Wireless Access in Vehicular Environments

LMA Local Mobility Anchor

MAG Mobile Access Gateway

MAP Mobility Anchor Point

MAR Mobile Access Router

MR Mobile Router

MEC Multi-access Edge Computing

MF Mobility Function

MIPv6 Mobile IPv6

MN (MT) Mobile Node (Mobile Terminal)

mDNS Multicast Domain Name System

mMAG Moving MAG

ND Neighbor Discovery

NEMO Network Mobility Basic Support Protocol

OBU On-Board Unit

OFS Open-Flow Switch

PBA Proxy Binding Acknowledgment

PBU Proxy Binding Update

PDN Packet Data Network

PDP Packet Data Protocol

PMIPv6 Proxy Mobile IPv6

RA Router Advertisement

RS Router Solicitation

RSU Road-Side Unit

SDN Software-Defined Networking

SDO Standards Developing Organization

SLAAC Stateless Address Autoconfiguration

TCC Traffic Control Center

TSN Time-Sensitive Networking

VANET Vehicular Ad Hoc Networks

V2I Vehicle-to-Infrastructure

V2V Vehicle-to-Vehicle

V2X Vehicle-to-Everything

WAVE Wireless Access in Vehicular Environments

WRA WAVE Router Advertisement

WSA WAVE Service Advertisement

WSMP WAVE Short Message Protocol

Fig. 2. Structure of this paper.

1.3. The current survey

The objective of this paper is to provide a coherent survey of 
the state-of-art of IP vehicular networking in the context of future 
smart road vertical applications of IoT and MEC, notably integrat-
ing intra- and inter-vehicular networks and mobility management 
in the larger context of global secured IP vehicular networking. Dif-
ferent from the existing surveys, this paper discusses various key 
aspects in the IP-based vehicular networking, focusing on network 
architecture, IP address autoconfiguration, and mobility manage-
ment. In particular, this paper presents the current standardization 
status in different SDOs for IP-based vehicular networks. Further-
more, it also delivers an in-depth analysis for the problems and 
issues when the vehicular networking uses the existing IP-based 
networking mechanisms. More importantly, this paper shares a 
variety of research challenges and issues for the future IP-based 
vehicular networking.

Fig. 2 shows the structure of this paper. First, this paper be-
gins with a short background knowledge introduction and tutorial 
about IP networks (Section 2), and use cases (Section 3) for IP 
vehicular networking. Second, it reviews and compares the differ-
ent IP network architectures (Section 4), IP address configuration 
schemes (Section 5), identity management, IP networking, and IP 
mobility management mechanisms (Section 6) that have been de-
veloped for vehicular networks. Fig. 3 gives a topic classification of 
IP-based vehicular networks. Third, various security challenges and 
solutions are discussed in the mechanisms for vehicular network 
architecture and mobility management (Section 4 and 6). Fourth, 
this paper explains standardization activities in several SDOs for IP 
vehicular networks (Section 7). Finally, a summary and analysis are 
provided (Section 8), and the research challenges and issues (Sec-
tion 9) are discussed. Then we conclude this paper in Section 10.

2. Background of IP-based vehicular networking

The DSRC and IEEE 802.11-Outside the Context of a Basic (OCB) 
standards have defined a non-IP short message service in vehicu-
lar environments and stated that the standard IPv6 operations can 
work in DSRC-based vehicular networks. The 3GPP V2X architec-
ture also supports both IP and non-IP data packet transmissions. 
The major operations in the standard IPv6 include router and pre-
fix discovery, address autoconfiguration, neighbor discovery, mo-
bility management, and security. In this section, we review those 
background protocols and operations.
3
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Table 2
Comparison of this survey and recent related surveys.

Year Survey Cited 
Papers

Focus Tutorial Use 
Cases

Archi-
tecture

Mobility 
Management

Standard-
ization

Challenges & 
Research Issues

2020 Khelifi et al. [18] 199 Named data networking for vehicular 
networks in the context of 
information-centric networking.

� × � � × �

2020 Qayyum et al. [19] 299 Challenges by adversarial machine 
learning techniques.

� � × × × �

2019 Wang et al. [20] 238 Intra- and inter-vehicle 
communications for autonomous 
driving.

� × � × × �

2019 Rettore et al. [21] 140 Vehicular data space in vehicular 
networks.

� � × × × �

2019 Peng et al. [22] 109 Communication techniques for 
manual and automated driving 
vehicular networks.

� × � × × �

2019 Ali et al [23] 113 Authentication and privacy schemes. � � × × × �
2018 Siegel et al. [24] 198 Available technologies and 

applications in connected vehicles 
environments.

× � × × × �

2018 MacHardy et al. [25] 136 Various access technologies for V2X 
communications.

� Par-
tially

× × × �

2018 Ahmed et al. [26] 119 Several aspects of cooperative 
vehicular networking.

� × × × × �

This paper 148 Various aspects of IP-based vehicular 
networks

� � � � � �

Fig. 3. Topic classification of IP-based vehicular networks.
4
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2.1. Router and prefix discovery

For connecting to the Internet, a host with a network interface 
card needs to have an IP address. In the basic support of IPv6, a 
host can have a link-local IPv6 address and a unique global IPv6 
address. To configure the IPv6 addresses, an interface of a host 
when powered on firstly multicasts a Router Solicitation (RS) mes-
sage to all connected routers and hosts. All routers that received 
the RS message shall reply with a Router Advertisement (RA) mes-
sage that includes IPv6 address prefix information of the current 
subnet for the host. With the prefix information, the interface of 
the host can configure its tentative global IPv6 address based on 
a certain rule [32,33]. If receiving several prefixes from different 
routers, the host needs to select a default router to use [34]. If no 
RA message is received, then the host only configures a link-local 
IPv6 address. The prefix discovery process can also be done by Dy-
namic Host Configuration Protocol for IPv6 (DHCPv6) [35], where 
a router manages a host’s IPv6 address and other information such 
as DNS server addresses and NTP server addresses.

2.2. Address autoconfiguration

By receiving the IPv6 address prefix information, a host can 
autoconfigure its IPv6 address by the prefix and an interface iden-
tifier [32] that can uniquely identify itself on the current subnet, 
which usually is derived from its MAC address. While configuring a 
global IPv6 address, the host can also configure a link-local address 
used by the current link.

To ensure the uniqueness of an autoconfigured IPv6 address, 
IPv6 uses the Duplicate Address Detection (DAD) mechanism [32]
as part of IPv6 ND. Through the DAD, a unique link-local address 
for a host can be autoconfigured. Generating a link-local address 
uses a predefined prefix, FE80::0, and its interface identifier. The 
DAD procedure is performed as follows. An IPv6 host sends a 
Neighbor Solicitation (NS) message to its neighbor hosts on the 
current link. If any neighbor host replies with a Neighbor Adver-
tisement (NA) message indicating the same link-local address, this 
indicates that the link-local address is already used by the re-
sponding host, so it cannot be used by the host that sent the NS 
message. In this case, the link-local address of the host should be 
configured either manually or in other ways with a possible unique 
interface identifier. On the other hand, if there is no NA message 
for the NS message, the host can use the link-local address as its 
own one.

For the autoconfiguration of a global IPv6 address, the IPv6 host 
needs to perform the DAD of such a global address. Note that some 
implementation of IPv6 takes advantage of the DAD of its link-local 
address, and skips the DAD of its global address as an optimization, 
assuming that the interface identifier of a link-local address is used 
for that of a global address of every IPv6 host in the same subnet. 
However, for the privacy concern of a global address, the interface 
identifier may not be based on the interface identifier of a link-
local address so that an eavesdropper cannot track an IPv6 host 
with a specific global address [36,37]. Thus, every IPv6 host needs 
to perform the DAD of its global address in addition to the DAD of 
its link-local address.

2.3. Neighbor discovery in IPv6

In addition to the router and prefix discovery as well as the 
address autoconfiguration, a host also needs to resolve the IPv6 ad-
dress of other hosts (e.g., terminals and routers) by a table (called 
Neighbor Cache Entries) that maps an IPv6 address and a MAC 
address of other hosts. To build this address resolution mapping 
table, a host sends requests to other hosts to ask their link-layer 
5

addresses. For doing so, a host multicasts NS messages to a mul-
ticast address of a target host, and the target host unicasts an NA 
message that includes the link-layer address information back to-
ward the requesting host.

To further detect whether a neighbor host can be reached or 
not, a host needs to do the Neighbor Unreachability Detection 
(NUD) [38] procedure. A host can leverage two kinds of informa-
tion to do that:

• Hints from upper layer messages from a neighbor, such as ac-
knowledgments from TCP layer returned to the host, which 
can indicate that the neighbor is reachable;

• Unicasting NS messages toward a neighbor, which requests 
the neighbor to reply with NA messages that can confirm the 
reachability of it.

After obtaining the reachability information, the host updates its 
neighbor cache to reflect the latest state of the neighbor. A host 
needs to maintain the neighbor cache by periodically sending NS 
messages to neighbors, so that when a new packet arrives in the 
network layer, the host can immediately send the packet to its des-
tination.

2.4. Mobility management

Currently there are several standard network-layer mobility 
management protocols, such as Mobile IPv6 (MIPv6) [39], Hierar-
chical Mobile IPv6 (HMIPv6) [40], Proxy Mobile IPv6 (PMIPv6) [41], 
and Network Mobility Basic Support Protocol (NEMO-BS) [42]. 
Wakikawa et al. surveyed other mobility support schemes for the 
Internet in [43].

MIPv6 is a protocol that allows an MN (e.g., a vehicle) to com-
municate with a CN (e.g., a vehicular cloud server) without chang-
ing its IPv6 address when the MN moves across different subnets. 
In MIPv6, an MN needs to send a binding update message to its 
home agent (HA) when it moves to another subnet away from its 
HA, and traffic from the CN is redirected to the MN via the HA. 
Through a route optimization using a binding update of the MN 
to the CN, the CN can directly send the MN its traffic packets. In 
doing so, MIPv6 can provide an MN with a global mobility man-
agement support.

To reduce the additional delay caused by MIPv6 in certain sce-
narios, HMIPv6 proposes a hierarchy in which a mobility anchor 
point (MAP) is placed near an MN to function as a local HA. In 
HMIPv6, an MN sends binding updates to the local MAP instead of 
the remote HA and CNs, so the traveling time of packets can be 
reduced.

In the case of a mobile network (e.g., a vehicle with an onboard 
IP subnet), the MN becomes a Mobile Router (MR) with routing 
capabilities. In such a scenario, NEMO-BS provides a solution that 
constructs a bi-directional tunnel between the MR and its HA, so 
that all of the traffic from/to the local moving network can be tun-
neled via the HA for IP mobility support.

To remove the involvement of the MN in the mobility man-
agement process, PMIPv6 provides an MN with a network-based 
mobility mechanism that uses a mobile access gateway (MAG). The 
MAG works as the attachment entity for the MN and performs all 
of the signaling for the mobility management process with the lo-
cal mobility anchor (LMA) on behalf of the MN. In this way, the 
MN is not involved in the signaling between the MAG and the 
LMA. PMIPv6 is a localized mobility management protocol, which 
means that it is designed to work on a single administrative do-
main (i.e., an autonomous domain that manages the LMA and the 
MAGs).

The above solutions tackle mobility management problems 
from different scenarios. However, when dealing with a scene of 
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vehicular networks, those mobility support schemes may burden 
the wireless network (i.e., the infrastructure) due to the lack of 
considerations in terms of the high mobility nature of vehicu-
lar networks and peer-to-peer (P2P) communication models. For 
example, since it can pass the wireless coverage of a new MAG 
during the handoff in PMIPv6, a vehicle may not be served by the 
new MAG due to either the delay of the handoff or the wrong 
selection for a new MAG.

2.5. IP security

The standard IP layer network security mechanisms are Internet 
Protocol Security (IPsec) [44–47] and its key exchange protocol, In-
ternet Key Exchange version 2 (IKEv2) [48]. IPsec uses two basic 
protocols, i.e., IP Authentication Header (AH) [45] and IP Encapsu-
lating Security Payload (ESP) [46], for IP layer security, where any 
IPsec-enabled system shall support ESP and may support AH. ESP 
provides both integrity and confidentiality for data traffic, which 
has two modes, transport mode and tunnel mode. The transport 
mode lets an ESP header be inserted between an IP header and 
an upper layer header (e.g., TCP and UDP headers), and the tun-
nel mode adds an ESP header before an IP header. To make IPsec 
be executed, two peers (e.g., a vehicle and a cloud server) need 
to make Security Associations (SAs) that build a bidirectional IPsec 
path between them. An IPsec module in each peer obtains var-
ious parameters via SA for securing future data traffic, including 
data encapsulation mode, encryption algorithm, authentication al-
gorithm, key exchange, and SA lifetime. For encrypting data, IPsec 
employs different symmetric encryption algorithms, e.g., Advanced 
Encryption Standard (AES). When a host receives an encrypted 
packet, the packet needs to be authenticated by Keyed Hash Mes-
sage Authentication Code (HMAC). A digital signature using HMAC 
was generated by the transmitter of the packet and included in In-
tegrity Check Value (ICV) of an AH or ESP header of the encrypted 
IP packet. The receiving host can verify the digital signature in ICV 
with a manually pre-shared key or an automatic exchanged key 
by a hash algorithm, such as Message Digest Algorithm (MD5), 
Secure Hash Algorithm (SHA1), and SHA2. IKEv2 helps distribute 
encryption keys and authentication keys between two peers by 
UDP protocol.

For securing the IPv6 ND protocol, a SEcure Neighbor Discov-
ery (SEND) improvement was proposed [49,50]. SEND introduced a 
set of mechanisms to improve the ND security, such as an Autho-
rization Delegation Discovery (ADD) process and an address own-
ership proof mechanism. A host can accept a default router only 
when this router has a certification path with a trust anchor. If the 
certification path is not available, then the authorization delega-
tion discovery process can be used. A node uses Cryptographically 
Generated Addresses (CGA) [37] to ensure the ownership of ND 
messages by a public-private key pair. SEND also suggested other 
improvements for ND, such as a new RSA Signature option for in-
tegrity of ND messages, and two new ND options to prevent replay 
attacks.

3. IP vehicular networking use cases

Various ITS applications and services can be developed in con-
sideration of IP networking. This section surveys the use cases 
related to V2I, V2V, and V2X communications.

3.1. V2I networking use cases

The use cases of V2I involve safety and non-safety services that 
use V2I and I2V communications, which can be based on an RSU 
via DSRC (e.g., WAVE) or a base station via Cellular Network Com-
munication (e.g., 4G-LTE/5G). For example, as shown in Fig. 4, there 
6

are services for: (a) enhanced navigation, (b) emergency delivery 
and accident notification, and (c) energy-efficient speed recom-
mendation.

As an enhanced vehicle navigation service shown in Fig. 4, 
SAINT (Self-Adaptive Interactive Navigation Tool) has been devel-
oped using a vehicular cloud [51]. For a road-traffic balanced nav-
igation service, the vehicular cloud with a TCC maintains road 
traffic statistics, real-time road conditions, the trajectory of each 
vehicle (i.e., navigation path), and each vehicle’s mobility informa-
tion (e.g., its position, speed, and direction). In addition, it deter-
mines each vehicle’s navigation path by estimating the near-future 
congested road segments according to the previously scheduled 
navigation paths in the vehicular networks. For the congestion 
estimation, SAINT defines a virtual metric called congestion contri-
bution that indicates how much a vehicle will contribute to road 
traffic in its future travel.

In an emergency navigation service, as shown in Fig. 4, SAINT+ 
(Self-Adaptive Interactive Navigation Tool plus) has been developed 
using the interaction between an accident vehicle and an emer-
gency center via a vehicular cloud [52]. SAINT+ inherits the basic 
navigation features from SAINT [51], and additionally provides ve-
hicles with a navigation service in a road network in which a road 
accident has happened (e.g., instances of car collision and broken 
cars). Thus, using SAINT and SAINT+, the vehicular cloud can regu-
late real-time navigation paths in consideration of the current road 
network conditions and vehicle trajectories. Also, it can help pla-
tooning trucks select their navigation paths with fuel efficiency in 
the roadway [53].

For the energy-efficient speed recommendation service, as 
shown in Fig. 4, SignalGuru has been developed using a vehicular 
cloud [54]. A smartphone mounted on the windshield of a vehicle 
sends the pictures of traffic signal lights being taken to the vehic-
ular cloud that may figure out traffic signal patterns. The vehicular 
cloud gives a recommended speed for energy efficiency to each 
vehicle that approaches the traffic signal area (i.e., intersection). In 
the current SignalGuru system, the communication between a ve-
hicle and an RSU is performed via a cellular link, but it can also 
be performed via an IP-based DSRC link.

In order to ensure prompt communication between emergency 
vehicles, accident vehicles, and a vehicular cloud with a TCC, the 
US government has an emergency road network called the First 
Responder Network Authority (FirstNet) [55]. This network works 
on top of public safety broadband networks and provides vehicles 
with security and safety services, such as emergency help calls and 
road report calls. This FirstNet is currently constructed by cellu-
lar networks including the Radio Access Network (RAN) connected 
with the core system of FirstNet, but the IP-based DSRC networks 
using WAVE can also be used in the future.

For a future road environment where all vehicles are fully au-
tonomous and connected, these autonomous vehicles can be fully 
scheduled to cross signal-free intersections with help of an MEC 
server [56,57]. An MEC server, by receiving mobility information 
of vehicles, can calculate an optimal vehicle crossing schedule for 
each vehicle. As vehicles continue moving, the calculated schedule 
can also be updated by the latest mobility information of vehicles 
in the MEC server. Such kind of signal-free intersection crossing 
mechanisms can significantly increase throughput of an intersec-
tion and improve power efficiency of autonomous vehicles.

3.2. V2V networking use cases

The V2V use cases are safety services that use V2V communica-
tions. Examples, as shown in Fig. 5, include context-aware naviga-
tion, cooperative adaptive cruise control, and truck platoon on the 
highway. These three safety services can be implemented for self-
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Fig. 4. Use cases in V2I networking. (a) Enhanced vehicle navigation service. (b) Emergency delivery and accident notification service. (c) Energy-efficient speed recommen-
dation.

Fig. 5. Use cases in V2V networking. (a) Context-aware navigation. (b) Cooperative 
adaptive cruise control. (c) Truck platooning on a highway.

driving vehicles. Communication among vehicles can be performed 
via DSRC (e.g., WAVE).

Context-Awareness Safety Driving (CASD) is a driving safety ser-
vice for human-driving, self-driving, and hybrid-self-driving (i.e., 
driving conducted by both a human and a machine) [58]. CASD 
lets vehicles share driving information with other vehicles and also 
controls vehicle maneuvers in dangerous situations. As shown in 
Fig. 5(a), each vehicle classifies any geographically adjacent vehi-
cles (i.e., neighboring vehicles) into three classes: (i) Class-1 Vehi-
cles with Line-of-Sight (LoS) and Unsafe Range, (ii) Class-2 Vehicles 
with Non-LoS but Unsafe Range, and (iii) Class-3 Vehicles with Safe 
Range. Vehicles employing a CASD system cooperate with each 
other in order to plan safe driving-motions in real time via DSRC-
based V2V communications in order to avoid collisions on either a 
highway or an urban road network.

A legacy cruise control can be extended into a Cooperative 
Adaptive Cruise Control [59] by considering a wider view based on 
V2V communication. This extended cruise control coordinates ad-
jacent vehicles on a given road segment or highway so that each 
vehicle can keep a safe inter-distance between all adjacent vehicles 
via V2V. If a vehicle abruptly reduces its speed or stops in a road-
way, it notifies all adjacent vehicles moving behind or in front of 
it for the emergency situation by V2V-based direct communication 
in a timely manner. This notification propagates through vehicles 
in a connected Vehicular Ad Hoc Networks (VANET) in a progres-
sive fashion, and allows them to adjust their speed and direction 
accordingly.

A truck platoon is a series of trucks moving together in a linear 
group with a short inter-space (e.g., 3 m to 10 m) on a highway, as 
shown in Fig. 5(c) [60,61]. Platooning in this way is useful for road 
traffic throughput and saving vehicle energy. Through the platoon-
ing based on V2V, vehicles move closely and quickly by adjusting 
7
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Fig. 6. Use case in V2X networking: pedestrian protection.

their speed so as to maintain inter-spaces that are sufficiently large 
enough to avoid collisions, so that the road traffic throughput can 
be improved. In addition, in such platooning, the leading vehicle 
requires a driver just in case, because the leading vehicle as a 
leader can control the other vehicles in the platoon. Such truck 
platooning can save substantial labor expenses for drivers as well 
as reduce fuel consumption, since the leading truck can block air 
resistance for the following vehicles in the same platoon of trucks.

A cooperative automated driving (CAD) [62] system can enable 
autonomous vehicles to coordinate their trajectory maneuvers by a 
collective perception mechanism that allows the vehicles to share 
their sensing information with each other by 5G V2X communica-
tions. The CAD system can be applied to different traffic scenarios. 
For example, in a highway on-ramp scenario, merging vehicles can 
negotiate a proper merging trajectory with mainstream vehicles. 
However, the CAD system only used Cooperative Awareness Mes-
sage (CAM) [63] instead of IP based communications. For intercon-
necting vehicles from different automotive vendors, IP-based ve-
hicular communications can be a good carrier, considering a huge 
number of existing IP-based protocols.

3.3. V2X networking use cases

The V2X use cases are safety services that use V2V, V2I, 
and vehicle-to-pedestrian (V2P) communications. For example, as 
shown in Fig. 6, there is a Safety-Aware Navigation Application 
(SANA) for pedestrian protections [70]. In the SANA service, a ve-
hicle and a pedestrian’s smartphone (or smart watch) can commu-
nicate with each other via DSRC (e.g., WAVE). Since smartphones 
do not yet support DSRC devices, Vehicles to infrastructure to 
pedestrian (V2I2P) communications can be used to achieve com-
munication between a vehicle and a pedestrian via an RSU as a 
tentative method. Through edge computing in an RSU (or an edge 
server) [71], vehicles and a pedestrian’s smartphone can schedule 
communication times in consideration of their trajectories in an 
energy-efficient manner.

The enhanced 5G-V2X architecture [5] suggests that a 5G 
sidelink-enabled smartphone can directly communicate with a 
5G-V2X-enabled vehicle. A pedestrian with such kind of a smart-
phone can receive warning messages when a possible collision 
is detected. Since the 3GPP cellular networks are already all-IP 
networks, certainly the IP-based vehicular networks on DSRC and 
8

3GPP V2X technologies can accelerate ubiquitous connections for 
humans and vehicles.

As applications of data communication for 5G New Radio (5G-
NR) [5] based Cellular-V2X (C-V2X), there are use cases such as 
cross-traffic left-turn assist, intersection movement assist, emer-
gency brake warning, traffic jam warning, software update, remote 
vehicle health monitoring, hazardous location warning, speed har-
monization, high-definition sensor sharing, see-through for pass 
maneuver, lane change warning, and vulnerable road user protec-
tion [72].

4. Vehicular network architecture

The network architecture determines the overall working flows 
of a system. This section reviews several IP-based vehicular net-
work architectures. With knowledge of these architectures, one 
may better understand the future IP-enabled vehicular networks. 
Table 3 shows a taxonomy of the vehicular network architectures 
surveyed in this section. Fig. 7 shows a classification of IP-based 
vehicular network architectures surveyed in this section.

4.1. Service type-based IP architecture

The authors in [64] presented a vehicular IP architecture based 
on WAVE named VIP-WAVE for applications of I2V and V2I net-
working. IEEE WAVE 1609.3 specifies a set of protocols that include 
IPv6 as the main network layer protocol in the data plane [9]. 
However, the standard WAVE does not support certain IPv6 fea-
tures, such as seamless communications for Internet services, du-
plicate address detection (called DAD), and multihop communi-
cations between a vehicle and an RSU. Thus, for improving the 
IP networking support in the standard WAVE, VIP-WAVE suggests 
three schemes as follows:

• A new IPv6 address assignment mechanism and DAD;
• An on-demand IP mobility management based on PMIPv6;
• A relay mechanism for two-hop I2V and V2I communications.

An RSU can use WAVE service advertisement (WSA) manage-
ment frames to provide IP configuration information to vehicles 
without ND. Fig. 8 shows that a vehicle receives a WSA message 
in CCH from an RSU to start IP-based services. In order to en-
sure pseudonymity, devices in WAVE may support readdressing, 
and thus the vehicle MAC address may change over time. How-
ever, it should be noted that an updated MAC address may lead to 
a collision with another IPv6 address based on a MAC address. To 
avoid such an issue, VIP-WAVE was proposed with a lightweight 
and on-demand ND process for DAD.

For mobility management, VIP-WAVE defines two types of ser-
vices in vehicular networks, as shown in Fig. 8: (i) extended ser-
vices and (ii) non-extended services. In extended services, VIP-
WAVE uses the PMIPv6 mechanism [41]. An RSU and a vehicle 
become a mobile anchor gateway (MAG) and a mobile node (MN), 
respectively, in the PMIPv6 domain. Based on the PMIPv6 oper-
ations, an RSU as a proxy signals the movement of a vehicle to 
a local mobility anchor (LMA). As shown in Fig. 8, an MAG (i.e., 
RSU) sends a Proxy Binding Update (PBU) message to an LMA to 
register or update the mobility information of the MN. The LMA 
replies to the MAG with a Proxy Binding Acknowledgment (PBA) 
message that includes a registration or update confirmation and 
network parameters such as IPv6 address prefix information. The 
MAG shares the received network parameters with the vehicles by 
RA messages. When moving through several RSUs, the vehicle can 
receive IPv6 prefixes from the LMA. The LMA tunnels packets to-
ward the vehicle via the RSUs through which the vehicle travels.
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Table 3
Comparison of IP vehicular network architectures.

Ref. Type Objective Scenario Method Analysis Sim. Imp. Year

[64] V2I, V2V IPv6-based 
architecture design

IPv6-based data 
communication 
based on service 
types

On-demand ND-based DAD; On-demand 
PMIPv6; Vehicle relay communications.

� � × 2013

[65] V2I Reviewing issues 
related to IPv6 
operation for WAVE

IP addressing model 
in Ad Hoc

Comparing link model, address model, 
scopes, and uniqueness; Suggesting 
challenges in upper layers of network 
layer.

Partially × × 2010

[66] V2I, V2V Enabling multicast 
services in ITS

A distributed 
geographic multicast

Geographic multicast address 
autoconfiguration with a group 
membership management; A dynamic 
network protocol selection method for 
both non-IP and IP multicasting.

Partially × × 2012

[67] V2I, V2V Designing an 
architecture for both 
IP networking and 
access radio

General V2V and V2I 
communications

A radio frequency assignment strategy 
that can reuse channels based on the 
signal interference level.

Partially × × 2011

[68] V2I Mobility support V2I communications PMIP and integrating passengers’ mobile 
devices.

Partially × × 2001

[69] V2I Secure vehicular IPv6 
communication with 
IKEv2 and IPsec

Security threats in 
IPv6-based VANET

Implementation and experimental 
evaluation of IPsec and IKEv2 for IPv6 
NEMO in vehicular environments.

Partially × � 2016

Fig. 7. Classification of IP-based vehicular network architectures.
In VIP-WAVE, a vehicle can also communicate with an RSU via 
a relay vehicle by two-hop communications. Thus, when exiting 
the communication range of an RSU, a vehicle can send a relay 
service announcement to nearby vehicles. Upon receiving such an 
announcement, a nearby vehicle may register itself into an RSU as 
a forwarder, and the forwarder can then immediately notify the 
requesting vehicle of a relay maintenance announcement.

In non-extended services such as parking, a vehicle may obtain 
a temporary IPv6 address from a serving RSU. As shown in Fig. 8, a 
vehicle can send an address verification message to an RSU that is 
dedicated to a service, and the RSU caches the IP addresses of reg-
istered vehicles. Once a vehicle exits the service area, after a fixed 
amount of time, the vehicle’s IP address will be removed from the 
cache of the RSU.

Therefore, VIP-WAVE can be a suitable candidate architecture 
in IP-based vehicle networking based on the fact that it supports 
on-demand ND, PMIPv6-based mobility management, and a relay-
based V2I communication mechanism for different types of ser-
vices.

4.2. IEEE 1609-based standard IPv6 architecture

Baccelli et al. analyzed the IPv6 operations in the IEEE WAVE 
1609 [65] standard. For supporting infotainment traffic, WAVE 
standard defines basic IPv6 operations along with TCP and UDP 
stacks. Although WAVE is designed to broadcast safety information, 
IP-based applications cannot be neglected.
9

The authors in [65] showed that, for the IEEE 1609.3 standard, 
it is not recommended to have many IPv6 operations over WAVE, 
which may require IPv6 network parameter acquisition (e.g., a sub-
net prefix, DNS suffixes, and DNS server addresses) and IPv6 state-
less address autoconfiguration (SLAAC). Moreover, the link-layer 
assumptions in IPv6 may not be fulfilled in WAVE. For example, 
the assumptions in IPv6 require symmetric connectivity between 
two interfaces. However, the nature of wireless communications in 
WAVE may lead to asymmetric connections between two vehicles 
due to signal fading and interference. Generally, for an IPv6 sub-
net, interfaces on the same subnet may use the same prefix to 
generate IPv6 addresses, which is considered as one-hop commu-
nications among the interfaces. Thus, a link is correlated to a prefix 
in IPv6 despite the working domain differences between link-local 
and global addresses. The vehicle mobility and frequent topology 
changes may nullify the correlation in a WAVE-based vehicular 
network.

They also showed that using the standard IPv6 stack may be in-
sufficient, as claimed by the IEEE 1609.3. Since the link model of 
ad-hoc networks defined in [73] is similar to that of vehicular net-
works, it may be better to follow the principle of [73] regarding 
the configuration of IP subnet prefixes and IP addresses. In addi-
tion, the protocols relying on multicasting (e.g., ND and DHCPv6) 
defined in the standard IPv6 may not work properly in vehicular 
networks because of instantaneous link connectivity.
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Fig. 8. Vehicular IP architecture based on IEEE WAVE standard.
4.3. Internet-based IP multicast services architecture

The authors in [66] proposed an architecture that supports 
infrastructure-based multicast services for Internet access in vehic-
ular networks. The proposed architecture operates in two different 
phases: (i) the initialization or bootstrapping phase and (ii) the 
multicast traffic dissemination phase. The initialization phase in-
volves a multicast address self-configuration process that relies 
on the geographic position information of a vehicle. This phase 
also includes a membership construction scheme for routing pack-
ets. The second phase has two mechanisms: (i) a network pro-
tocol selection mechanism when a packet is transmitted and (ii) 
a receiver-based multicast mechanism for disseminating multicast 
packets.

In the initialization phase, a vehicle can use the mechanism 
called Geographic Multicast Address Autoconfiguration (GMAA) to 
configure a general multicast address based on its own geographic 
position information without requiring any additional signal mes-
sages. As it moves through multiple areas, a vehicle may update its 
current multicast address with new geographic position informa-
tion. For multicast purposes, vehicles are divided into groups, with 
each group having a group leader that acts as a local multicast 
manager; the group leader is in charge of disseminating multicast 
packets to its members.

In the multicast traffic dissemination phase, the architecture 
provides an approach for selecting a proper network protocol with 
which to transmit packets. This approach decides a proper net-
work protocol for a packet according to a network profile that 
considers flow requirements, the availability of interfaces, and so 
on. Depending on the network profile, a data packet can be encap-
sulated into a geonetworking packet or an IP packet. Then, in order 
to better multicast packets, a receiver-based multicast mechanism 
is also proposed. A group leader periodically reports its profile to 
the server. The server can execute a reverse geocoding function to 
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determine the target area and the target multicast group leader. 
The multicast packet is first unicasted to the group leader for the 
target group, and then the group leader multicasts the packet to 
its members.

Eventually, the paper detailed the integration of the above pro-
posed process. The integrated framework involved the design of 
several components, such as a mapper, geodestination table, net-
work selector, mapping table, and network profile manager. Along 
with these components, the authors also shaped the working flows 
on both the transmitting and receiving sides.

4.4. Joint IP networking and radio architecture

The authors in [67] presented a joint IP networking and ra-
dio architecture for vehicular networks. The proposed architecture 
defines one-hop connections as an IP subnet. For an IP subnet, 
the architecture categorizes vehicles into three types: Leaf Vehi-
cles (LV), Range Extending Vehicles (REV), and Internet Vehicles 
(IV). According to the definitions used in the paper, the LV group 
accounts for the major group of vehicles, as end users. A vehicle 
in the second type (REV) mainly functions as a relay to connect 
the LV to the Internet via IV. The IV type, as the name suggests, 
represents a group of vehicles being directly connected to the In-
ternet. In addition to the three types of vehicles, the authors define 
six types of topologies for vehicular networking. Fig. 9 shows these 
six types: LV2LV, LV2REV2LV, LV2REV2REV2LV, LV2RSU, LV2IV2RSU, 
and LV2REV2IV2RSU.

The authors provided an example to illustrate the role of each 
of the types defined above by modeling connected vehicles to a 
train. In this train, an LV is an in-wagon node while an REV is 
an inter-wagon relay, and an IV is a gateway node with Internet 
access. Based on this train model, the authors also analyzed the 
routing process among wagons in a train.
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Fig. 9. Six types of IP topologies.

For the allocation of radio frequency, the paper suggested a 
channel reuse scheme to maximally utilize the available channels. 
The paper did not evaluate the proposed architecture, but the pri-
mary analysis indicates that the proposed architecture may have 
high overhead.

4.5. Mobile IP access architecture

The authors in [68] proposed a mobile communication archi-
tecture called MOCCA for integrating ad-hoc inter-vehicle commu-
nication (IVC) systems with Internet access. MOCCA, based on the 
FleetNet system, supports a mobility management scheme, a ser-
vice discovery process, and legacy architectures for mobile devices 
inside a vehicle. The FleetNet system was developed to demon-
strate an ad-hoc IVC system for distributing data and providing 
information and services that depend on the locations of vehi-
cles, which have no direct Internet access. MOCCA extends the 
FleetNet system to include the ability to access the Internet. The 
extended architecture consists of vehicles, Internet gateways (IGW), 
a proxy [41], and corresponding nodes (CN). An IGW is an infras-
tructure node (i.e., RSU) that provides the passing vehicles with In-
ternet access. A proxy is a node that supports different addressing 
schemes, mobility management, and the interoperability between 
the FleetNet and the Internet.

Mobility support in MOCCA uses a modified MIPv6 approach 
called MIPv6*. MIPv6* allows a vehicle to use its global IPv6 ad-
dress for mobility management rather than an autoconfigured IPv6 
address. In addition, the mobility signaling messages for a vehicle 
are delegated to the IGW, which is quite similar to the PMIPv6 
mechanism for network-based mobility management. Thus, the 
proxy can build a tunnel for routing packets between a vehicle 
and its CNs.

For service discovery, MOCCA suggests a service discovery pro-
tocol using the service location protocol (SLP) based on IPv6 [74–
76]. The suggested SLP has two basic functions: (i) An IGW pe-
riodically announces its service list to a geographic area limited 
by the FleetNet geocasting and (ii) a vehicle receiving the service 
list caches the available services. Through these two functions, a 
vehicle can discover a series of serving IGWs for mobility manage-
11
ment. In many cases, a vehicle may simultaneously discover several 
available IGWs. In this situation, a vehicle can select a serving IGW 
by a number of additional parameters, such as an IGW’s capac-
ity, remaining bandwidth, and location. For this selection process, 
the authors proposed a fuzzy-based method. This fuzzy method 
categorizes applications into four types: best effort, interactive, AV 
streaming, and real-time applications. Through this fuzzy selection 
method, a vehicle can determine the most suitable serving IGW.

When considering that mobile devices (e.g., laptops and tablets) 
inside a vehicle require Internet access, MOCCA includes a vehicle 
proxy to function as a proxy for those devices. The mobile de-
vices build TCP connections with the vehicle proxy, and the vehicle 
proxy caches and forwards the data packets to a serving IGW via 
FleetNet. In this way, a legacy application in a mobile device is not 
required to modify its protocol stack to support MOCCA for the In-
ternet access.

4.6. Vehicular IPsec architecture

In order to secure IPv6 communication for the vehicular net-
works, Fernandez et al. proposed an approach using Internet 
Key Exchange version 2 (IKEv2) and Internet Protocol Security 
(IPsec) [69]. Their approach focuses on using MR with multiple 
wireless interfaces to secure IPv6 NEMO for internal vehicle de-
vices, and the wireless interfaces consist of IEEE 802.16, WiFi, 
cellular networks, and IEEE 802.11p. Their approach also has three 
different types of stations, as described below.

• Vehicle ITS Station (Vehicle ITS-S): Vehicles communicating 
with MR.

• Roadside ITS Station (Roadside ITS-S): This station provides In-
ternet access to the vehicles.

• Central ITS Station (Central ITS-S): This is a TCC as a Home 
Agent (HA) and manages the locations of the vehicles.

In order to enable a secure communication between the MR 
and HA for control and data traffic, IPsec can be established be-
tween the MR and HA. In most cases, a Roadside ITS-S provides 
Internet access to Vehicle ITS-S using one of the available wire-
less interfaces. If the Roadside ITS-S is not available for vehicles, 
a cellular network can be used as a backup for the Internet con-
nectivity instead. The NEMO protocol can be enhanced by a secure 
communication scheme that interworks with IKEv2 and IPsec.

The authors have experimented on their scheme in a real 
testbed. The testbed was built using a combination of cellular 
and IEEE 802.11p networks, and also in-vehicle devices used IEEE 
802.11g to connect to an MR within a vehicle. After a few experi-
ments, the results showed that secure IPv6 had minimal overhead 
and impact on the connection and communication performance.

4.7. Key observations

Based on the results of the above surveyed papers about vehic-
ular network architectures, several conclusions can be drawn.

• Firstly, we should be aware of the unidirectional links in vehic-
ular communications when designing the IP link model. The 
unidirectional links may cause ND failure, so reduce the relia-
bility of the IP packets routing and forwarding. Notice that the 
unidirectional link for ND can happen sporadically for a while 
and can also be mitigated by subsequently retransmitted ND 
messages.

• Secondly, from the application perspective, a vehicular net-
work architecture should adapt to different types of services. 
For instance, VIP-WAVE [64] proposes two types of services 
for vehicular networking, extended and non-extended services. 
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Table 4
Comparison of IP address autoconfiguration schemes.

Ref. Type Objective Scenario Method Analysis Sim. Imp. Year

[77] V2V Address 
autoconfiguration by 
DHCP

Clustered vehicles 
environments

A leader-vehicle in a vehicle cluster 
configures IP addresses for other vehicles in 
this cluster based on DHCP.

Partially � × 2016

[78] V2I Address 
autoconfiguration

Address assignment 
by road layout

A subnet prefix allocation method by lanes 
where a vehicle determines its IP address by 
its current lane and position.

Partially � × 2008

[79] V2I Address 
autoconfiguration by 
geographic 
networking

Geographic 
networking

A subnet prefix allocation method by 
geographic areas.

� � � 2008

[80] V2I Privacy protection in 
address 
autoconfiguration

Vehicles with 
pseudonym MAC 
address

A vehicle determines its IP address by a 
dynamic and pseudonym-based MAC address.

Partially × × 2010
Fig. 10. Classification of IP address autoconfiguration schemes.

The extended services may employ full-fledged IP mobility 
management solutions, such as MIPv6 and PMIPv6, while non-
extended services may use a simplified version of IPv6 net-
working for instance without mobility support.

• Thirdly, in order to protect the privacy of a vehicle, the MAC 
address as a pseudonym can be changed periodically, leading 
to a change in the IPv6 address, so a light-weight DAD proce-
dure may be necessary.

• Fourthly, usually vehicles do not have a home network, but lo-
cation management for vehicles may be required to keep track 
of them and route packets to them. In order to ensure efficient 
mobility management, a network-based mobility support may 
be concealed from both a vehicle itself and the correspondent 
nodes (CN).

• Lastly, security in vehicular networks is very important for 
providing a secure and reliable communication to vehicles, and 
the AAA service must be considered in an efficient and effec-
tive manner. Since vehicles may have multiple interfaces, both 
horizontal and vertical handoffs should be considered.

5. IP address autoconfiguration

In this section, we investigate the different approaches for ve-
hicles IP address autoconfiguration. Table 4 shows a taxonomy of 
the IP address autoconfiguration schemes. Fig. 10 shows a classi-
fication of IP address autoconfiguration schemes surveyed in this 
section.

5.1. DHCP-based address allocation

A Vehicular Address Configuration (VAC) scheme was proposed 
in [77] for a VANET. The proposed VAC is a distributed scheme of 
DHCP [81,82], which stands for Dynamic Host Configuration Proto-
col. VAC consists of cluster headers and cluster members in the 
12
Fig. 11. Vehicular address configuration via DHCP.

VANET. A cluster header, as a leader, acts as a DHCP server to 
assign IP addresses to cluster members (as DHCP clients) within 
the same connected VANET. Note that a connected VANET con-
sists of vehicles that can communicate with each other via DSRC 
and that can perform multihop communications through a VANET 
routing protocol. The cluster header maintains the mapping of a 
cluster member and an IP address in its DHCP database. For ex-
ample, if a cluster member leaves the current cluster, the cluster 
header quickly reflects this in its DHCP database, and, as a result, 
VAC tries to reduce the overhead of IP address maintenance in a 
high mobility environment.

“Scope” is defined as the number of hops in a confined geo-
graphic area, where each cluster member has a unique IP address. 
If a cluster member has an IP address from a cluster header in 
a connected VANET within the same scope, it is assured that the 
cluster member’s assigned IP address is unique in the scope. If the 
cluster member leaves out of the current connected VANET, it re-
quires another IP address assignment from the cluster header in 
the next connected VANET. The newly assigned IP address should 
be unique in the new VANET, as shown in Fig. 11. When a vehicle 
moves on a highway, it can move frequently from a cluster to an-
other cluster over time, meaning that its IP address can change 
frequently, leading to heavy overhead for address configuration. 
Therefore, while the VAC can provide vehicles with a possible IP 
address autoconfiguration for V2V communications, the manage-
ment overhead is not negligible for the unique IP address assign-
ment in VANET environments (e.g., highway scenarios) where ve-
hicles frequently move to different clusters.

5.2. Lane and position-based address allocation

An IPv6 address configuration method was proposed to use a 
vehicle’s road lane position in a roadway [78]. This method assigns 
an IPv6 prefix to each lane in a roadway so that vehicles moving in 
different lanes can be assigned to different subnets by combining 
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Fig. 12. Address Assignment using Lane/Position Information.

Fig. 13. GeoSAC-scalable address autoconfiguration for VANET by geographic net-
working concepts.

their MAC address with their current lane prefix. Whenever a ve-
hicle moves to an adjacent lane, it needs to update its IP address, 
as shown in Fig. 12. Thus, in urban road networks where short 
road segments are connected at intersections and road segments 
have multiple lanes, the vehicles will need to frequently update 
their IP address over time. This means that the IP address autocon-
figuration will happen frequently. Even in the IP mobility support 
for seamless TCP connections, the frequent IP address updates will 
lead to high overhead messaging for IP address update notification. 
As a result, this address configuration method will be inefficient.

5.3. Geography-based address allocation

An IPv6 Geographic Scalable Address Auto-Configuration
(GeoSAC) scheme was proposed for vehicles in large-scale vehicu-
lar networks [79]. This GeoSAC extends the legacy IPv6 ND Protocol 
for road networks such that the address autoconfiguration mes-
sages and data messages can be routed to destination nodes using 
a geographic routing protocol. It defines a geographic area in a 
road network as a multicast link (i.e., an IP subnet), where ve-
hicles can communicate with each other over multicasting in a 
wireless radio link, as shown in Fig. 13. Hence, vehicles belonging 
to this geographic area can construct a connected VANET in which 
multicast data forwarding is feasible.

The GeoSAC uses a geographic routing protocol to perform IPv6 
DAD procedure, which runs in a Car-to-Car (C2C) NET layer, that is, 
a sub-IP layer. Through the use of this geographic routing protocol, 
IPv6 RA messages from a router (i.e., RSU) can be disseminated to 
the vehicles in its geographic area (i.e., IPv6 subnet). In addition, 
the DAD messages from a vehicle can be reachable by other ve-
hicles for address uniqueness testing. Therefore, the GeoSAC can 
effectively support the IP address autoconfiguration in road net-
works with RSUs as IP routers.
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5.4. Cross-layer identity management

Vehicular networks may consist of multiple radio technologies 
such as DSRC, WiFi, and cellular networks, so an efficient cross-
layer network architecture that combines those technologies needs 
to be facilitated. In these vehicular networks, vehicles are equipped 
with multiple network interfaces for those technologies. As a re-
sult, their interfaces have the corresponding identities as commu-
nication entities, so the efficient management of those multiple 
identities are required [80]. Note that, while the framework in [80]
is focused on ETSI GeoNetworking for IPv6 networking, it can also 
accommodate IPv6 over 802.11-OCB for DSRC-based vehicular net-
works.

For the identity management in cross-layer networks [80], the 
key requirements are as follows. The first is security and privacy 
for vehicular networks. For example, in order to prevent vehicles 
from being tracked by hackers, the network interfaces of vehicles 
should use MAC address pseudonyms, where the MAC addresses 
are periodically changed over time for privacy protection. Since 
the IPv6 address of a network interface is usually based on its 
MAC address, a change in the MAC address may trigger updates 
in the corresponding IPv6 address. Such changes in the MAC and 
IP addresses can cause difficulty for hackers in tracking a vehi-
cle. However, these updates should be done carefully so as not 
to hinder the communication between adjacent vehicles for safe 
driving on a highway. When a vehicle changes its MAC and IPv6 
addresses, the neighboring vehicles must take time to recognize 
those changes in the addresses, so they cannot promptly exchange 
safety messages at that time.

In addition, a framework for cross-layer networks is defined so 
as to satisfy the requirements of multiple identity management in 
the aspect of the network layer. When a vehicle communicates 
with an IPv6 node with multiple interfaces, IPv6 packets from/to 
the multiple interfaces should be delivered in a harmonized way 
in order to achieve high performance. In particular, IPv6 packets 
should be efficiently routed to a TCP session using these multiple 
interfaces (i.e., multi-TCP) through multiple radio networks and the 
associated wired networks. Otherwise, the multi-TCP session can 
suffer from a low performance if a path related to a radio technol-
ogy cannot promptly deliver TCP segments. Therefore, the multiple 
identity management should be well-designed and operate accord-
ing to real-time network situations.

5.5. Key observations

The IP address autoconfiguration for vehicles can use either a 
server-based stateful allocation or a location-based stateless con-
figuration. For a server-based stateful allocation, a cluster header 
with an address pool can be selected as a distributed DHCP server, 
and it can then allocate IP addresses to its cluster members within 
their connected VANET. For a location-based stateless configura-
tion, the lanes of a road segment can have unique IPv6 prefixes, 
or the geographic areas of RSUs can have prefixes. In the case of 
multiple radio interfaces in a vehicle, a cross-layer identity man-
agement is required such that a multi-TCP session is supported 
efficiently over the multiple radio networks. We also have several 
other observations as follows:

• Firstly, a stateful address allocation approach [77] managed 
by a server supports V2V communication among vehicles in 
a highway. When vehicles move fast on a highway and change 
their clusters, they need to acquire a new IP address from a 
new cluster header. According to the DHCP discovery protocol, 
such an IP address lease suffers from a delay, so the vehicles 
newly entering to the cluster need to wait some amount of 
time before they can communicate with neighboring vehicles 
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Fig. 14. Classification of IP-based mobility management schemes.
in the cluster for driving safety. Thus, prompt V2V communi-
cation can be hindered by the IP address acquisition delay.

• Secondly, a stateless address configuration scheme [78] based 
on lane information can cause substantial overhead for IPv6 
address configuration when a vehicle frequently changes its 
lane. Whenever a vehicle changes its lane, its subnet changes, 
and it should generate a new IPv6 address based on the pre-
fix associated with the current lane. This method also does not 
allow adjacent vehicles in different lanes to communicate with 
each other for driving safety because they belong to different 
subnets. Thus, for safety applications, this method is not feasi-
ble.

• Thirdly, a geography-based stateless address configuration 
scheme [79] performs better than the lane-based stateless ad-
dress configuration scheme in terms of address configuration 
overhead and communication with adjacent neighbor vehicles. 
However, when vehicles move quickly through multiple RSUs’ 
coverage, they need to configure their IP addresses. In urban 
road networks, RSUs will usually be deployed at intersections. 
In rush hours, when vehicles are moving through intersec-
tions, many ND-related messages are generated for DAD for 
updated IPv6 addresses. The more vehicles are moving in the 
road networks, the more ND traffic overhead is generated. A 
more efficient prefix assignment to reduce the ND traffic is 
thus required.

• Lastly, a cross-layer identity management [80] is required for a 
vehicle with multiple radio interfaces because when a vehicle 
switches from a radio technology to another radio technology, 
it requires a vertical handoff. Since this is involved in different 
radio technologies and the corresponding wired networks, the 
packets destined for different IP addresses of a vehicle should 
be correctly routed to the vehicle. In order to ensure privacy, 
since the MAC and IP addresses change over time, the routing 
tables for the multiple interfaces should be quickly updated 
in the framework with multiple radio technologies, and the 
continuity of TCP sessions should also be handled with the ad-
dress update of TCP end points. In addition, in order to support 
a multi-TCP session, the load balance and synchronous deliv-
ery for IP packets for the TCP session should be performed 
by a coordination function in the framework so as to support 
multiple identities. Thus, the IP address management for mul-
tiple interfaces faces many challenges.
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6. IP mobility management in vehicular networks

Mobility management plays an essential role in vehicular net-
works. The highly dynamic mobility nature of vehicles requires an 
efficient solution for dealing with the attachment and detachment 
to links while vehicles are moving.

This section introduces and surveys several IP mobility manage-
ment schemes in vehicular networks for the support of handoff. It 
mainly explains new approaches for vehicular mobility manage-
ment, such as IP passing protocols, DMM-based approaches, SDN-
based approaches, and some hybrid approaches. Table 5 shows a 
taxonomy of the mobility management schemes surveyed in this 
section. Fig. 14 shows a classification of IP-based mobility man-
agement schemes surveyed in this section.

6.1. Group- and individual-assisted IP address passing

When a vehicle travels at a high speed and frequently joins and 
leaves the coverage of a number of ARs (i.e., RSUs), the ongoing 
communication sessions of the vehicle may be broken down due 
to the problem of the inefficient handoff procedure. An IP address 
passing protocol [94] can help the vehicle maintain the current IP 
address and obtain a new IP address from various sources (e.g., 
DHCP server) when the vehicle travels to a new AR. In this way, it 
is possible to maintain the ongoing sessions for longer periods. For 
instance, an exiting vehicle can pass its old IP address to a newly 
entering vehicle in order to reduce the handoff latency. However, 
when network fragmentation is present (e.g., in a sparse network), 
the IP passing process may experience some delay or even stop 
working due to a high packet loss rate.

In order to solve this problem, Chen et al. [83] proposed an IP 
passing scheme that can delay the release of IP addresses and let 
a vehicle quickly obtain a new IP address in sparse vehicular net-
works via a DHCP server. The main idea of the paper is to use 
cooperation among vehicles. As shown in Fig. 15, an exiting mo-
bile node (i.e., LMN) checks whether or not it can form a virtual 
bus, which is a group of vehicles, to pass its previous IP address 
to another vehicle upon receiving a new IP address from the new 
AR. If a virtual bus is built, the LMN passes its IP address to an-
other mobile node (i.e., KMN), which will keep the IP address, for 
future entering mobile nodes (i.e., EMN) on the same or opposite 
directions. When moving into the coverage of an AR, an EMN first 
broadcasts an IP address request packet to both a KMN and a DHCP 
server, and then proceeds to obtain an IP address from the earliest 
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Table 5
Comparison of IP mobility management schemes.

Ref. Type Objective Scenario Method Analysis Sim. Imp. Year

[83] V2V, V2I Passing IP addresses to 
other vehicles

Network handoff 
environments

An approach where a vehicle obtains a new IP 
address by the help of other vehicles.

� � × 2012

[84] V2I Network-based 
mobility support

MT inside a mobile 
network

A method that binds an MT’s mobility 
information in LMA and caches a new type of 
flag.

Partially � × 2009

[85] V2I Hybrid distributed 
mobility management

Distributed and 
centralized mobility 
support

An MN keeps two prefixes obtained from a 
central mobility anchor (CMA) and a serving 
MAR, and updates the latter prefix when moving 
to a new serving MAR; Both MAR and CMA help 
to build an IP tunnel for an MN.

� Numerical × 2015

[86] V2I Hybrid network 
mobility

Mobility support for 
different traffic types

A vehicle can have two sets of prefixes from an 
MAR and a CMA, respectively; An MN decides 
the prefixes for different types of traffic flows 
according to the lifetime of traffic flows.

� Numerical × 2015

[87] V2V, V2I Network mobility 
support for VANET

IP address updates A vehicle updates its IP address by the help of 
other vehicles.

× � × 2014

[88] V2I Analyzing PMIPv6 and 
NEMO for VANET

PMIPv6 and NEMO 
environments

Fast P-NEMO proactively prepares for the handoff 
of an MN using MAC layer information.

� Numerical × 2012

[89] V2V, V2I Mobility support for 
VANET

Combining VANET 
and fixed IP networks

Multiple base stations discover connections to a 
destination vehicle for supporting mobility 
management.

� � × 2010

[90] V2I DMM based SDN 5G networks An SDN-based DMM module in a SDN controller 
manages the mobility of MNs.

� � � 2016

[91] V2V, V2I Analyzing IP mobility 
management for 
vehicular networks

IP mobility 
management

The improvements and weaknesses of the 
existing solutions; Open research challenges and 
issues of IP mobility management in vehicular 
environments.

× × × 2011

[92] V2I Handoff support in 
multi-domain

ISO/ETSI architecture 
environments

Handoff support in several standard mobility 
management schemes, such as NEMO and IEEE 
802.21 standard.

� × � 2017

[93] V2I Authentication delay 
minimization for 
PMIPv6

Vehicular PMIPv6 
security

An updated version of the one-time key-based 
authentication protocol for PMIPv6.

Partially × × 2009
assignment, either from a KMN or a DHCP server. This method has 
been reported to reduce the packet loss rate caused by network 
fragmentation.

The authors theoretically analyzed the performance of the pro-
posed scheme using a Markov chain model and conducted exten-
sive simulations in a network simulator [95,96]. The parameters 
employed in the evaluation include the vehicle speed, vehicular 
density, network fragmentation ratio, and the length of IP pass-
ing (i.e., the number of hops). The simulation results show that, 
in terms of IP address acquisition time, IP address lifetime, hand-
off latency, packet loss rate, and throughput, the proposed scheme 
can outperform other baselines, such as MIPv6 [39] and IP pass-
ing [94]. However, for messaging overhead, the proposed scheme 
consumes more bandwidth due to the fact that it needs to send 
more packets as part of the IP passing process.

6.2. NEMO-enabled localized mobility support

Combining both PMIPv6 and NEMO solutions can improve the 
transparency of both the network mobility and localized mobility. 
However, when there is little integration between the two proto-
cols, a mobile terminal (MT), which is changing the attachment 
between its current MR and a fixed MAG on the infrastructure, re-
quires the MT to change its IP address due to the differences in 
the prefixes obtained from the PMIPv6 domain versus those ob-
15
Fig. 15. Group- and individual-assisted IP address passing with network fragmenta-
tion.

tained from the NEMO-BS domain. In order to solve this problem, 
Soto et al. proposed a NEMO-enabled PMIPv6 architecture, called 
N-PMIPv6 [84]. N-PMIPv6 extends the scope of the fixed MAG de-
fined in PMIPv6 to include the moving MR defined in NEMO, so 
that a mobile terminal with an assigned prefix can roam within 
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Fig. 16. NEMO-enabled localized mobility support.

a newly defined domain, called the N-PMIPv6 domain, without 
changing its IP address. Thus, the moving MR becomes a moving 
MAG, called mMAG.

In the N-PMIPv6 domain, the mobility management of an 
mMAG is managed in a similar way as a mobile terminal is han-
dled in the PMIPv6 domain. The mobile terminal sees the attached 
mMAG as a fixed MAG. To route IP packets, the LMA caches bind-
ing entries for the mMAGs, and the cached binding entries are 
extended from the original LMA definition so as to include a flag 
to show whether or not an mMAG manages the entry. As shown 
in Fig. 16, the prefix information of MT-1 is stored in the bind-
ing cache table. Since mMAG-1 manages MT-1, the “M flag” of the 
MT-1’s entry is set to “yes” in order to indicate that a moving MAG 
manages this MT. When CN1 communicates with MT-1, the LMA 
conducts a recursive lookup to search for the prefixes for MT-1. 
First, the LMA locates the serving mMAG to which the MT-1 is at-
tached, and then, the LMA searches for the fixed serving MAG (i.e., 
MAG-2) of the mMAG for MT-1 found in the first round. Once the 
information has been identified, the LMA constructs an IP tunnel 
for the communications between CN1 and MT-1.

When MT-1 moves away from mMAG-1, mMAG-1 sends a de-
registration Proxy Binding Update (PBU) to LMA in order to update 
the cache entry of MT-1. When MT-1 moves into the coverage of 
MAG-3, MAG-3 sends the PBU to LMA to update the serving MAG 
and the flag information. The access router (AR) value is updated 
with “MAG-3” and the M flag value becomes “no”. In this exam-
ple, the IP address of MT-1 does not need to change, as shown 
in Fig. 16, as it always remains with the same assigned prefix, 
Pre3::/64. Once the LMA finishes updating MT-1’s entry in the LMA 
binding cache, the communications between CN1 and MT-1 can be 
directed via MAG-3 with a new IP tunnel.

N-PMIPv6 was compared with a combination of NEMO, MIPv6, 
and PMIPv6 solutions through simulation. In terms of the TCP traf-
fic, N-PMIPv6 can outperform the combined approach. However, 
when vehicles form a VANET, the proposed scheme did not address 
a way to extend the mobility management via multihop connec-
tions.

6.3. Hybrid centralized DMM

The concept of distributed mobility management (DMM) was 
proposed to address several problems found in the standard solu-
16
Fig. 17. Hybrid centralized DMM for highly mobile nodes.

tions (e.g., MIPv6 and PMIPv6) [97]. These problems of the existing 
mobility management schemes include non-optimal routes for data 
packets, complex or hierarchical architectures that deviate from a 
desired flat network architecture, scalability concerns for central 
tunnel management, security concerns for a centralized architec-
ture (e.g., a central node’s failure or attack target), and mobility 
signaling overhead in P2P communication patterns (e.g., V2V com-
munications). Currently, it is necessary to use DMM solutions to 
provide a set of new functions including the availability of multiple 
anchors for a moving MN, the dynamic assignment or reallocation 
of anchors, and the management of multiple IP addresses.

However, for the deployment of DMM in a highly mobile en-
vironment, several new challenges may also arise, e.g., managing 
multiple IP addresses and tunnels, high signaling overhead due 
to mobility, and increased handoff delay caused by the increased 
number of IP addresses and tunnels. In order to address these chal-
lenges, the authors in [85] presented a hybrid centralized DMM 
scheme called H-DMM. The H-DMM scheme combines DMM and 
PMIPv6 so as to allow an MN to get two different prefixes. The two 
prefixes are acquired through a Mobile Access Router (MAR) of the 
DMM solution and a Central Mobility Anchor (CMA) of the PMIPv6 
solution, respectively; note that CMA is called LMA in PMIPv6. 
When moving within the domain of H-DMM, an MN, which is 
based on the features of the ongoing traffic flows and the count of 
active prefixes, selects the proper solution (i.e., DMM or PMIPv6) 
to process mobility management.

Fig. 17 shows the mobility management process suggested by 
H-DMM. As shown in the figure, the MN1 obtains two prefixes 
when it is initially attached to MAR1. Meanwhile, the two CNs 
(i.e., CN0 and CN1) are communicating with MN1, as represented 
by flows Flow-1 and Flow-2 in dashed lines. When MN1 is attach-
ing to MAR2, Flow-1 follows the operation of DMM by using the 
IP tunnel constructed between MAR1 and MAR2, whereas Flow-2 
uses the process of PMIPv6 that builds an IP tunnel between CMA 
and MAR2. H-DMM extends the information in the binding cache 
entry stored in CMA to include both CMA and MAR prefixes for 
an MN. The results of the numerical analysis in the paper show 
that H-DMM outperforms the DMM and PMIPv6 schemes in terms 
of signaling cost, packet delivery cost, and end-to-end delay. How-
ever, in terms of handoff latency, H-DMM is worse than PMIPv6 
due to the hybrid mobility management.
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6.4. Hybrid centralized NEMO

To support the IP mobility management for moving IP net-
works, Nguyen et al. introduced a scheme that combines DMM 
and PMIPv6 to support mobile nodes and mobile routers roam-
ing across different IP subnets. The scheme corresponds to a Hy-
brid Centralized DMM architecture based on Network Mobility (H-
NEMO) [86]. Although there is a standard NEMO-BS protocol [42]
to support IP mobility for moving networks, it retains many of the 
problems found in MIPv6 caused by sub-optimal routing. Hence, 
the authors in [86] proposed a combination of DMM and PMIPv6 
that routers (e.g., MRs) and nodes (e.g., MNs) make use of different 
IP prefixes depending on the lifetimes of the traffic flows. For ex-
ample, in the case of a long-lived flow, an MR (or MN) chooses an 
IP address from the prefix obtained from a CMA (i.e., the PMIPv6 
anchor entity); by contrast, in the case of a short-lived flow, an MR 
(or MN) chooses an IP address from the prefix obtained from the 
MAR (i.e., the DMM anchor entity).

For the mobility support of the MNs and the moving network, 
H-NEMO considers three scenarios:

• Handoff for a moving network changing the connection point 
from the current MAR to a new MAR.

• Handoff for an MN traveling in a moving network and attached 
to an MR; the MN is changing the connection point from the 
current MR to the subnet of an MAR.

• Handoff for an MN attached to an MAR and changing the con-
nection point to a moving network (i.e., the MN is connecting 
to a new MR).

H-NEMO also suggests placing a connection manager (CM) appli-
cation at the MR (or MN) so as to help different traffic flows select 
appropriate interfaces and IP addresses.

The work provides a numerical performance comparison of H-
NEMO and other similar schemes. The metrics used for this eval-
uation include signaling overhead, packet delivery cost, handoff 
latency, and end-to-end (E2E) delay. The reported results show 
that H-NEMO outperforms other centralized and distributed pro-
posals for IP network mobility, particularly in terms of handoff 
delay, packet delivery cost, and E2E delay. In certain specific cases 
for increased velocity, H-NEMO was shown to be costly regarding 
signaling overhead, so it is not suitable for the mobility manage-
ment for high-speed vehicles in a highway.

6.5. Peer-assisted IP address handoff method

In order to assist the handoff process on a highway, the au-
thors in [87] proposed that vehicles may acquire IP addresses via 
V2V communications. In the case where a vehicle moves to an 
out-of-range zone, the surrounding vehicles, either on the same or 
opposite roadways, help the vehicle acquire a new IP address from 
the infrastructure, and may also assist it with the execution of a 
pre-handoff mechanism. The objective of the peer-assisted handoff 
is to minimize the handoff delay and maintain Internet connectiv-
ity stably.

The system model proposed in [87] is based on a hybrid wire-
less network with IEEE 802.11 and 802.16 connectivity. The model 
considers both private vehicles and public transports, with special 
consideration to a case where a bus requires the assistance of two 
onboard mobile routers for the pre-handoff mechanism. The pro-
posed handoff procedure is evaluated via simulations, with com-
parisons to standard protocols such as NEMO-BS and Fast handoff 
for MIPv6 [98]. The applicability of the peer-assisted scheme to 
different road contexts (e.g., urban scenarios) was not addressed 
by the authors.
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6.6. PMIPv6-based NEMO

As mentioned above, the standard PMIPv6 protocol only sup-
ports network-based mobility for single nodes. Therefore, in order 
to extend the support of PMIPv6 to mobile networks, Lee et al. 
introduced a P-NEMO scheme [88] based on PMIPv6. In P-NEMO, 
an onboard router, known as an MR, receives a mobile network 
prefix (MNP) and a home network prefix (HNP), which can be at-
tributed to an extension of the binding update lists located at the 
infrastructure entities, namely, the MAG and the LMA. With the 
MNP, the local moving network served by the MR is enabled with 
IP mobility support. The P-NEMO scheme aims to reduce the sig-
naling load while maintaining Internet connectivity for the moving 
networks.

In order to improve the performance of the IP mobility proce-
dure, the authors also proposed integration with the standard fast 
handoff for PMIPv6, as defined in the RFC5949 [99]. Both modes 
of operation (i.e., reactive and predictive) are considered for the 
proposed fast P-NEMO (FP-NEMO). With the integration proposed 
in FP-NEMO, the transferring of context information between two 
MAGs handling a handoff also includes the MNP, which provides 
mobility support for mobile nodes moving together within the ve-
hicle.

This work is evaluated analytically for both P-NEMO and FP-
NEMO. Although the evaluation includes comparisons with the 
standard NEMO-BS, it has not provided a comparative analysis with 
other PMIPv6-based schemes for mobile networks [84].

6.7. Multiple base stations mobility support

To fully utilize the connectivity of vehicles with the fixed infras-
tructure, Peng et al. introduced a scheme with which to provide 
mobility management to moving vehicles using several base sta-
tions belonging to a Roadside Multihop Cell [89]. The main idea is 
to take advantage of the street layouts as well as the availability 
of connectivity to more than one base station, so as to reduce the 
mobility management overhead. Several base stations—as opposed 
to just one—that are close to a destination vehicle are in charge 
of discovering the connection to the vehicle simultaneously. The 
scheme was evaluated using microscopic traffic simulations with 
SUMO [100], and the results show a reduced overhead as well as 
an increased data delivery ratio.

6.8. SDN-enabled DMM

In a recent contribution, the authors in [90] introduced a 
hybrid architecture that combines Software-Defined Networking 
(SDN) with IPv6 DMM. SDN has attracted attention due to the 
fact that it provides the ability to divide a network into a control 
plane through an SDN controller and a data plane through SDN 
switches [101]. This ability makes the network architecture highly 
scalable in terms of supporting dynamic flows. In addition, in con-
trast to the traditional routing and mobility management schemes, 
in OpenFlow [101], the optimization is based on the flows in-
stead of the routes. Hence, with OpenFlow, one can group several 
flows over the same route, or distribute a single flow over differ-
ent routes. It is also possible to notice a broken flow earlier than 
in the traditional networking architectures. An SDN controller can 
efficiently manage the configuration of the optimal routes between 
a CN and a vehicle.

In the application of SDN with DMM for IP mobility proposed 
by Nguyen et al. [90], the mobility function is delegated to the 
OpenFlow Switches (OFSs) to manage the data plane, whereas one 
or several SDN controllers can host the control plane of the mo-
bility management. The architecture is illustrated in Fig. 18. The 
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Fig. 18. SDN-based distributed mobility management for 5G networks.

proposed architecture is shown to be more scalable than a stan-
dard DMM scheme without SDN.

The authors conclude that IP mobility management schemes in 
the future should consider an SDN architecture. Aside from the 
separation of identity and routing functions, the IP mobility man-
agement schemes also require the separation of control and data 
planes, which can be inherently solved by SDN. This separation is 
critical for providing scalability to VANETs in roads. Further, the 
flow management with OpenFlow may facilitate the operation of 
heterogeneous vehicular networks with multiple RAT and multi-
protocols. Thus, the combination of DMM and SDN can help to 
provide easier implementation and reconfiguration of route opti-
mizations together with a dynamic flow detection mechanism.

6.9. NEMO-based mobility management

In the survey presented by Céspedes et al., the authors identi-
fied the challenges of using NEMO Basic Support (NEMO-BS) [42]
in VANET [91]. The NEMO-BS protocol is defined to manage mobil-
ity for moving networks, but it was not designed to consider the 
characteristics of a vehicular network. This work identifies several 
sub-optimal cases in which the tunneling cost of NEMO-BS results 
in significant overhead over the wireless network that provides 
connectivity to the moving vehicles. Beyond the traditional re-
quirements of an IP mobility management scheme – reduced hand-
off delay, reduced complexity, and reduced overhead or bandwidth 
consumption – the authors identified additional requirements spe-
cific to the vehicular networks. Among the requirements listed are 
the separability of traffic (i.e., for IP mobility purposes) at the flow-
level, minimum signaling overhead to optimize the route between 
the vehicle and the correspondent node, and security and binding 
privacy protection.

The classification of the existing optimization schemes for 
NEMO-BS considers the use of single-hop or multihop connec-
tions to the correspondent nodes. The schemes reviewed for the 
former category include mobility-related mechanisms such as di-
rect tunneling between the MR (i.e., the vehicle’s onboard router) 
and the correspondent node, the use of MIPv6 by nodes traveling 
with the vehicle (as a replacement of NEMO-BS), and the bypass-
ing of the home agent (HA). In the case of multihop connections, 
the presented schemes considered a sub-IP multihop delivery to 
18
avoid nested NEMOs as well as the direct tunneling between two 
vehicles.

The authors concluded that a better use of geographic informa-
tion at a sub-IP layer should be incorporated in order to establish 
direct links between vehicles and to reach the access routers in a 
multihop fashion. They also identified that several route optimiza-
tion schemes pose a significant overhead over the wireless links or 
an increased delay due to the need to detour the connections via 
home agents located far away.

Fernández et al. investigated a NEMO-based multi-domain han-
dover process for IPv6-based vehicular networks [92], which im-
plements an ISO/ETSI reference architecture that combines NEMO, 
multi-care-of-addresses registration extension, and IEEE 802.21 
standard for media independent handoff [102–104]. Their exper-
iment results showed that the proposed approach can reduce the 
handoff time for vehicles moving among different domains.

6.10. Vehicle authentication with shared keys or local keys by PMIPv6

PMIPv6 was developed to simplify the network control and 
reduce the signaling overhead in mobility management. Due to 
the shorter handoff delay and other benefits, implementations of 
PMIPv6 have become increasingly popular. In order to provide se-
curity and privacy to PMIPv6, several schemes were introduced 
using the AAA server. Zhou et al. introduced an authentication 
scheme using Diameter protocol and employed a shared key with 
AAA, MN, LMA, and MAG [108]. However, increasing message ex-
changes to establish an authentication can be a problem. When a 
vehicle travels at a high speed, establishing a connection with au-
thentication efficiently and quickly is crucial for sending reliable 
information to its destination.

To address the delay issue, several schemes have been intro-
duced using a local authentication approach. For example, Song et 
al. proposed an authentication using a one-time key, where the 
key is generated using a timestamp method [93]. As an alterna-
tive, Lee et al. proposed a ticket-based authentication mechanism 
for PMIPv6 [109]. The ticket-based approach optimizes the handoff 
authentication process, which can prove that MN is a legal node.

6.11. Key observations

IP mobility management in vehicular networking is the most 
critical aspect for the successful forwarding and delivery of data 
packets while vehicles are moving along roadways.

• Firstly, the vehicular mobility brings new challenges for the 
traditional IP mobility management solutions given the par-
ticular characteristics of a moving network, including dynamic 
topologies, various mobility patterns, and spatio-temporal vari-
ations in network density.

• Secondly, depending on the applicable scenarios (e.g., high-
way and urban roadways), mobility management solutions are 
likely to differ.

• Thirdly, among the reviewed works, the hybrid schemes 
with combinations of host-based mobility (e.g., MIPv6) and 
network-based mobility (e.g., PMIPv6 and NEMO), along with 
more recent proposals with fine-grained mobility management 
(e.g., PMIPv6 and DMM), typically show better performance 
than a single protocol.

• Fourthly, the majority of the IP mobility schemes were only 
tested with computer simulations or analytic modeling; few 
real experiments and validations have been conducted [110].

• Fifthly, in the near future, the IP mobility management may be 
potentiated with SDN-based schemes, since SDN may provide 
better ways to deal with heterogeneous traffic as well as the 
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Table 6
Standardization activities for IPv6-based vehicular networks.

SDO Standards Scope

IEEE IEEE 1609 standards [7–10] and IEEE 802.11-OCB [105] A vehicular architectural framework and also vehicular protocol stacks for both safety and non-safety 
applications

IETF RFC 8691 [106] and IPWAVE Problem Statement [107] IPv6 over IEEE 802.11-OCB and also the IPWAVE problem statement with use cases

ETSI ETSI EN 302 636-6-1 [17] IPv6 over GeoNetworking with an adaptation sub-layer to provide vehicles with IPv6 networking in 
geographic networks

ISO ISO/TC 204 [16] The support of IPv6 services for using a vehicle as an access router for the sake of the Internet 
connectivity for other mobile devices

3GPP TS 23.285 [3], TR 22.886 [4], and TS 23.287 [5] V2X architecture and functionality to provide vehicles with IPv6 services in cellular networks
Fig. 19. Standardization scope and relationship of SDOs.

separation of the control plane and data plane for IP mobility 
purposes.

• Lastly, for the mobility management of fast moving vehicles, 
the vehicular networks should provide vehicles with efficient, 
light-weight authentication, and security session management 
services. Thus, the layout of vehicular networks and the vehi-
cle trajectories should be utilized to let these services work in 
a proactive way.

7. Standardization activities for IPv6-based vehicular networks

This section provides a survey of the standardization activities 
for vehicular networking. We review IP-based vehicular network 
standards from different SDOs, such as IEEE, IETF, ETSI, ISO, and 
3GPP. Table 6 shows standardization activities for IPv6-based ve-
hicular networks to let the audience see the relationship among 
those SDOs for IPv6. Fig. 19 shows the standardization scope and 
relationship of the SDOs.

7.1. IEEE WAVE for vehicular communications

IEEE standardized Wireless Access in Vehicular Environments 
(WAVE) as the IEEE 1609 standards for safety services of road 
driving. The IEEE 1609 standards include a vehicular architectural 
framework combined with protocol stacks for both safety and non-
safety applications. The base document is IEEE 1609.0 which de-
fines the WAVE architecture [7]. IEEE 1609.2 specifies vehicular se-
curity [8], IEEE 1609.3 defines vehicular networking services with 
network layers and transport layers [9], and IEEE 1609.4 defines 
multi-channel operations [10]. In addition, IEEE 802.11p defines 
19
Fig. 20. IEEE 1609 WAVE protocol stack.

the PHY and MAC layers of vehicular communications [111], which 
was renamed IEEE 802.11-OCB in 2016 [105]. The IEEE Task Group 
802.11bd (TGbd) has been working on an enhanced DSRC-based 
vehicular communication standard with several improvements in-
cluding a higher throughput than IEEE 802.11-OCB [112].

The IEEE 1609.0 standard describes the architecture and oper-
ations of the WAVE protocol stacks [7], which is called the WAVE 
reference model. This reference model is described in Fig. 20, and 
can accommodate applications for both safety and non-safety use 
cases. The WAVE PHY and MAC in IEEE 802.11-OCB are common 
to the protocol stacks for these two kinds of applications. The Log-
ical Link Control (LLC) sublayer in the IEEE 1609.3 standard [9]
determines whether a WAVE MAC frame is destined for the safety-
application protocol stack or the non-safety-application protocol 
stack with a MAC frame field called Ethertype in the LLC header. 
Thus, the IEEE 1609.3 standard specifies the data plane for WAVE 
networking services, including LLC, IP stack for non-safety applica-
tions, and WAVE Short Message Protocol (WSMP) stack for safety 
applications.

In the network protocol stack, the TCP/IP stack supports IPv6 
instead of IPv4 in order to benefit from the abundant address 
space and various autoconfiguration mechanisms of IPv6. This IP 
stack supports TCP and UDP as transport layer protocols and for-
wards the IP payloads according to the port numbers associated 
with the transport layer protocol. By contrast, the WSMP stack 
works as the network layer and transport layer for safety applica-
tions and forwards the WSMP payloads according to the Provider 
Service Identifiers (PSIDs) used as the identifiers in the WSMP con-
text. Note that IP packets can only be transmitted via DSRC service 
channels (SCHs), and WSMP packets can be transmitted via any 
DSRC channel, including SCHs and the control channel (CCH), for 
safety-critical message delivery.

The IEEE 1609.3 standard supports the IPv6 address autoconfig-
uration by its functional feature without using the IPv6 Neighbor 
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Fig. 21. Ethernet adaptation defined in IETF RFC 8691.
Discovery (ND) protocol [9]. This feature is provided by the WAVE 
service advertisement (WSA) for the available service information 
delivered by a WSMP message. In particular, the WAVE Routing 
Advertisement (WRA) as a variable-length field in a WSA message 
includes Router Lifetime, IP Prefix, Prefix Length, Default Gateway, 
and Primary DNS Server. This eliminates the IPv6 ND’s basic dis-
covery of the IP prefix and DNS information, which uses RA on top 
of ICMPv6. Thus, an RSU can advertise WSA messages that have 
the routing advertisement as well as the service information and 
channel information. When a vehicle receives such WSA messages 
from the RSU, it can configure the basic network parameters for 
V2I communication with the RSU.

The IEEE 1609.4 standard describes multi-channel operations 
for a MAC sublayer that controls the transmission of the data pack-
ets received from an upper layer (i.e., IP and WSMP) over the dif-
ferent channels available [10]. These operations consist of channel 
coordination, channel routing, and user priority. The first opera-
tion (i.e., channel coordination) allows WAVE devices’ resources to 
be coordinated among data packets that will be transmitted on an 
appropriate DSRC channel in an appropriate time slot. The second 
operation (i.e., channel routing) performs the routing of data pack-
ets from an upper layer (e.g., TCP and UDP) to a channel with the 
appropriate parameter setting (e.g., transmission power) as well as 
the routing of the received data packets to a designated upper 
layer protocol. The third operation (i.e., user priority) accommo-
dates eight levels of MAC-sublayer priority according to the prior-
ity required by the (safety or non-safety) application. This priority 
is associated with the function of Enhanced Distributed Channel 
Access (EDCA) in IEEE 802.11e [105].

7.2. IETF IPWAVE working group: transmission of IPv6 packets over IEEE 
802.11-OCB

IETF has formed a working group to explore potential IP-based 
solutions for Internet access for vehicles based on IEEE 802.11-
OCB [105]. The working group was named the IPWAVE Working 
Group (WG) [113] (i.e., IP Wireless Access in Vehicular Environ-
ments). Note that IEEE 802.11-OCB replaced IEEE 802.11p in 2016. 
IPWAVE WG has been working on two work items: one aims to 
standardize the transmission of IPv6 packets on IEEE 802.11-OCB 
links, which has been published as RFC 8691 [106]; the other 
one aims to specify a problem statement by surveying the exist-
ing vehicular networking solutions, problems, and use cases, and 
by analyzing the technology gaps and requirements in the area 
to guide future work to further improve IPv6-based vehicular net-
works [107].

RFC 8691 [106] specifies several parameters to allow IPv6 pack-
ets to be transmitted successfully on the 802.11-OCB link, such as 
the supported Maximum Transmission Unit (MTU) size, the header 
format, and the Type value in the header. The document identifies 
two kinds of exceptions in the IPv6 network layer operating on 
802.11-OCB by comparing the operations on Ethernet and 802.11 
links. The protocol stack is shown in Fig. 21. For the differences 
between 802.11-OCB and 802.11 links, the document recommends 
20
Fig. 22. Combination of the GeoNetworking protocol and IPv6.

using a 64-bit Extended Unique Identifier (EUI-64) [114], which 
is made by combining 16-bit 0xFFFE and a 48-bit MAC address, to 
form an IPv6 link-local address [115]. A group of vehicles can form 
a subnet structure made of 802.11-OCB interfaces, and the subnet 
needs to use a link-local prefix of IPv6. The interfaces also need to 
be assigned link-local IPv6 addresses.

The document also suggests some solutions for dealing with 
security issues and privacy considerations. For general security re-
quirements, IEEE 1609.2 [8] can provide security services in the ap-
plication layer, and IPsec can provide IP data security to a broader 
range of applications. The Public Key Infrastructure protocols can 
also be used to create vehicle credentials. Regarding privacy con-
siderations, the document strongly suggests using privacy protec-
tion methods, such as dynamic MAC addresses [116], opaque in-
terface identifiers [33], and stable interface identifiers [117].

The second working document (i.e., IPWAVE problem statement 
and use cases) [107] attempts to identify the technology gaps be-
tween the current IP protocols and the new challenges in vehic-
ular environments. The document focuses on exploring problems 
in IPv6 neighbor discovery protocol, link model, mobility manage-
ment, and security. Based on this document, the future work items 
in IPWAVE WG can include the transmission of IPv6 packets in 
both DSRC and cellular networks and an extension of IPv6 ND for 
a vehicle network architecture.

7.3. ETSI intelligent transport systems: transmission of IPv6 packets 
over GeoNetworking protocols

The ETSI EN 302 636-6-1 [17] standard specifies the transmis-
sion of IPv6 packets over the GeoNetworking (GN) Protocol [12]. 
For such IPv6 packet transmission, an adaptation sub-layer is de-
fined, named GeoNetworking to the IPv6 Adaptation Sub-Layer 
(GN6ASL). This GN6ASL shown in Fig. 22 allows a vehicle (as an 
IPv6 host) to perform the following three IPv6 operations: (i) the 
acquisition of a global IPv6 unicast address for packet routing in 
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Fig. 23. ISO intelligent transport systems: CALM using IPv6 networking.
the Internet, (ii) exchange of IPv6 packets with other vehicles, and 
(iii) network mobility support through a Mobile Router [42].

The standard for GN6ASL defines three kinds of virtual links. 
The first virtual link is a link with symmetric link reachability 
while the remaining two links are links in a broadcast domain. 
These three links support the IPv6 ND with Stateless Address Au-
toconfiguration (SLAAC) [32], the delivery of IPv6 link-local multi-
cast packets, and the delivery of IPv6 packets between geographic 
boundaries. Note that these links work via the GN6ASL and IPv6, 
and that they are constructed by virtual network interfaces. The 
standard for GN6ASL includes the bridging over the GN6ASL, IPv6 
packet encapsulation in GN packets, IPv6 multicast and anycast in 
the GN, and a rapid neighbor discovery with the SLAAC.

In order to ensure a vehicle’s privacy (i.e., the prevention of 
vehicle tracking), the pseudonym of a GN address is supported. 
That is, whenever the GN address changes, the corresponding IPv6 
address is updated.

7.4. ISO intelligent transport systems: CALM using IPv6 networking

An ISO standard specifies the support of an IPv6 protocol and 
its services [16]. These services include the global reachability of a 
vehicle (or smartphone) connected to the Internet, the stability of 
this Internet connectivity, and a handoff for the transfer of Inter-
net connectivity. They allow various types of mobile devices (e.g., 
smartphones and tablets) to use the vehicle as an Access Router 
providing them with the connectivity to the Internet. The standard 
includes an IPv6 configuration for vehicles and the corresponding 
management function.

The standard supports all types of IPv6 nodes, such as smart-
phones, vehicles, RSUs, and central cloud nodes. It defines IPv6 
functions, such as IPv6 address configuration, IPv6 packet forward-
ing, IPv6-to-MAC address resolution, IPv6 security, and mobility 
management; Fig. 23 shows these IPv6 functions. Thus, through 
the use of these functions, two nodes (e.g., a vehicle and a smart-
phone) can exchange IPv6 packets through IPv6 address reachabil-
ity in the Internet.

7.5. IP support in conventional cellular networks for intelligent 
transportation systems: 2G/3G and 4G-LTE

IP has been supported in cellular networks since the Gen-
eral Packet Radio Service (GPRS) in the 2nd generation cellular 
networks of Global System for Mobile communications (2G-GSM) 
was developed and maintained by the 3rd Generation Partnership 
21
Project (3GPP). The 2G- and 3G-based radio accesses separate end-
user data traffic (User Plane) from network transport traffic among 
the network elements (Transport Plane). The two planes run in-
dependently in terms of addressing and IP version. The Transport 
Plane forms tunnels to transport user data traffic [118].

The 4G-Long-Term-Evolution (4G-LTE) radio access simplifies 
the complex architecture of the GPRS core network by introduc-
ing the Evolved Packet Core (EPC). Both 2G/3G and 4G-LTE systems 
differentiate user data by Access Point Names (APNs). User traf-
fic is transported via the Packet Data Protocol (PDP) Contexts in 
GPRS and Packet Data Network (PDN) Connections in EPC. Different 
forms of traffic at a UE side need to connect to the PDNs corre-
sponding to different APNs through multiple PDP Contexts or PDN 
Connections. Each of the contexts and connections needs to have 
its own IP address.

IPv6 is partially supported in 2G/3G and 4G-LTE. In 2G/3G, a UE 
can be allocated an IPv6 address in two different ways: IPv6 and 
IPv4v6 PDP Contexts. With the IPv4v6 PDP Contexts, both an IPv4 
address and a /64 IPv6 prefix are allocated. The IPv6 address al-
location of 4G-LTE networks has a process different from that of 
2G/3G networks. The major difference is that 4G-LTE builds the IP 
connectivity at the beginning of a UE attachment, whereas the IP 
connectivity of 2G/3G networks is created on demand. Each of the 
3GPP networks (i.e., 2G/3G and 4G-LTE) only supports SLAAC ad-
dress allocation, and it is not suggested to perform DAD in any 
of the networks. In addition, the 3GPP networks remove the link-
layer address resolution, which is a function of the IPv6 ND pro-
tocol, due to the assumption that either the GGSN (Gateway GPRS 
Support Node) in 2G/3G networks or the P-GW (Packet Data Net-
work Gateway) in the 4G-LTE networks is always configured as the 
first-hop router for a UE through either 2G/3G PDP Contexts or 
4G-LTE PDN Connections, respectively.

7.6. IP support in 5G-NR V2X for intelligent transportation systems

Recently, 3GPP has proposed a new technical set of speci-
fications [4,3,119], which provides an enhanced architecture for 
vehicle-to-everything (V2X) services using the modified sidelink 
interface that was originally designed for LTE Device-to-Device 
(LTE-D2D) communications. As shown in Fig. 24, UEs can com-
municate with each other by the PC5 interface in the new LTE 
V2X architecture. A stationary UE (i.e., RSU) can also communi-
cate with a remote V2X application server via the existing Uu 
interface by the physical sidelink, as UE C shown in Fig. 24. Accord-
ing to this architecture, a pedestrian with a UE can communicate 
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Fig. 24. 3GPP LTE V2X architecture.

Fig. 25. 3GPP 5G V2X architecture.

with another UE (i.e., vehicle) directly via the sidelink too. This 
architecture can facilitate more applications to be developed on 
both smartphones and a vehicle’s on-board computers that can 
provide smartphone users with an enforced vehicle traffic safety 
service. The enhanced architecture for V2X services [3] specifies 
that V2X services only support IPv6 implementation. However, dif-
ferent from the assumption of the subnet model in the cellular 
networks, if UEs only running at the PC5 interface have no first-
hop router to configure IPv6 parameters, then only link-local IPv6 
addresses are configured for them and are used for data commu-
nication between them while the DAD procedure is disabled.

In addition, 3GPP has been continuously studying new V2X ser-
vice requirements in 5G-NR networks [5]. Fig. 25 shows a further 
enhanced 5G V2X architecture. Similar to the 4G-LTE V2X architec-
ture, UEs can communicate with each other by the PC5 interface 
in 5G V2X architecture. A UE can also communicate with a V2X 
application server via a Next Generation Radio Access Network 
(NG-RAN, e.g., gNodeB in 5G network) by the Uu interface [5,120]. 
Following the overall design of 5G networks, the protocol stack of 
a UE particularly pays attention to the QoS function by adding a 
new Service Data Adaptation Protocol (SDAP) layer [120] to map 
QoS flows to an underlying sidelink radio bearer in this 5G V2X 
architecture. Fig. 26 shows a detailed protocol stack of a UE in 
5G V2X architecture. Both IP and non-IP data units coming from 
a higher layer that use PC5 interface are associated with a QoS 
flow at the V2X layer in line with PC5 QoS rules [5], and an asso-
ciated PC5 QoS flow is further mapped to a sidelink radio bearer at 
SDAP layer. This sidelink radio bearer follows the predefined QoS 
mapping metrics [5] to allocate resources for PC5 QoS flows.
22
Fig. 26. 3GPP 5G V2X protocol stack for a UE.

8. Summary and analysis

We have investigated the up-to-date technologies of IP vehic-
ular networks, including the vehicular network architecture, IP 
address autoconfiguration, mobility management, and security & 
privacy. This section summarizes those technologies and analyzes 
them for vehicular networking problems in order to identify pos-
sible solutions of IP-based vehicular networking in V2X-based au-
tonomous vehicle driving environments.

8.1. Vehicular network architecture

This paper shows that IP vehicular networking technologies can 
work well on top of the IEEE WAVE protocol suite, such as the 
IEEE 1609 standards and 802.11-OCB standard. Note that the WAVE 
protocol has its own autoconfiguration function that uses WSA as 
opposed to the legacy IPv6 ND-based autoconfiguration function 
for performance optimization in efficient communication and rapid 
vehicle speed support [38]. However, the WAVE support of TCP/IP-
based applications requires further clarification for the IPv6 ND’s 
features in an IP-based vehicular network architecture, such as the 
IPv6 link model, IPv6 address update by MAC address pseudonym, 
and movement detection for fast handoff. Thus, the IPv6 ND needs 
to be adapted to the vehicular network’s characteristics, such as 
high vehicle speed, predictable vehicle mobility, and V2X-based 
multihop VANET.

For an efficient vehicular network architecture, the IPv6 ND 
needs to be enhanced for efficient IPv6 network operations. This 
IPv6 ND determines the performance of the IPv6 in mobile envi-
ronments such as vehicular networks. It includes network parame-
ter configuration (e.g., subnet prefix, default gateway, DNS servers, 
and DNS search list), neighboring node detection, and subnetwork 
movement detection. On the other hand, the WAVE can provide ve-
hicles with the subnet information of the prefix, default gateway, 
and DNS server, but cannot provide the vehicles with DNS search 
list.

In order to facilitate seamless IP-based services in vehicular 
networks, the IPv6 ND needs to be extended in terms of ND timing 
parameters (e.g., router lifetime for a gateway and message trans-
mission interval). For example, IPv6 Neighbor Advertisement (NA) 
messages can be used to sense neighboring vehicles. The transmis-
sion intervals of these NA messages should be adapted according 
to the vehicle speed for prompt neighborhood sensing and accord-
ing to the vehicle density for IPv6 ND message congestion. That 
is, the faster that vehicles are moving on a two-way highway, the 
shorter the NA interval is for prompt neighborhood sensing. In ad-
dition, the higher the vehicle density is in roadways, the longer the 
NA interval is to avoid NA packet collisions.
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Furthermore, an IPv6 link in a vehicular network architecture 
should be defined for V2V and V2I in vehicular networks. In the 
legacy IPv6 link model, when the IPv6 nodes in a link reside in 
the same subnet, they can directly communicate with each other. 
However, in vehicular networks, a radio link is different from a 
wired link (e.g., an Ethernet link) in that the radio link is defined 
as communication coverage (i.e., geographical area) rather than as 
a line. In particular, in a V2V scenario, vehicles can construct a 
connected VANET with multihop relays using intermediate vehicles 
as packet forwarders. In this scenario, the vehicles in the VANET 
can have their IPv6 addresses configured with the same subnet 
prefix. In this case, when two vehicles are in the same subnet and 
further away from each other than the one-hop communication 
range, they cannot directly communicate with each other.

Thus, the legacy IPv6 link model does not hold in the vehicu-
lar networks. In order to overcome this limitation of the IPv6 link 
model, a vehicular link can be defined as a multi-link subnet with 
multiple V2V links in a connected VANET. For this vehicular link 
model to have the ability to support a multi-link subnet, the IPv6 
ND should be extended to work in a connected VANET such that 
a hop count is added for an entry in a neighbor cache [38] so as 
to indicate the distance to the neighbor vehicle in the connected 
VANET. The NA messages need to be extended like routing pro-
tocol packets in order to include multihop-away neighbors in the 
connected VANET [107].

Vehicular nodes (e.g., vehicle and RSU) can have internal net-
works with IPv6 nodes such as in-vehicle devices and servers [107]. 
In this case, two IPv6 nodes within the internal networks of two 
vehicular nodes can communicate with each other. In order to al-
low for wireless communication between those internal nodes in 
different internal networks, the network prefix dissemination or 
exchange is required among vehicular nodes. A vehicular node can 
communicate with another node through its external network in-
terface.

Thus, for IP-based vehicular networks, the legacy IPv6 ND [38]
needs to be extended to a vehicular ND [121] in order to allow 
for communication between the internal network nodes (e.g., an 
in-vehicle device in a vehicle and a server in an RSU) of vehicular 
nodes via the external network interfaces by letting each of them 
know the other side’s prefix with a new ND option for internal net-
work prefixes. Therefore, this ND extension for routing information 
of internal networks can reduce control traffic without needing to 
run additional routing protocols in vehicular networks.

8.2. IP address autoconfiguration

IP address autoconfiguration is the first step in vehicular net-
working configuration so that vehicles can start communicating 
with other vehicles or RSUs. This IP address autoconfiguration 
can be performed using a server-based stateful approach and a 
location-based stateless approach. As discussed in Section 5, these 
two approaches have pros and cons. First, the server-based state-
ful approach has a little long delay and a little high overhead for 
searching for a DHCP server when vehicles join another cluster. 
Second, the prefix assignment per lane in the location-based state-
less approach has a high overhead by the IPv6 DAD messages when 
vehicles change their lanes frequently. Also, it does not allow for 
direct V2V communication between adjacent vehicles in different 
lanes. Third, the prefix assignment per geographical area associ-
ated with an RSU’s communication coverage may be better than 
the prefix assignment per lane in terms of control traffic reduction 
and one-hop communication between adjacent vehicles. However, 
when a vehicle is moving across the coverage of multiple RSUs, 
they still need to reconfigure their IPv6 addresses with different 
prefixes, leading to high overhead.
23
In order to overcome the limitations of the legacy IP address 
autoconfiguration schemes, efficient ways to disseminate IPv6 pre-
fixes should be designed for both V2I scenarios and V2V scenarios. 
For the V2I scenarios, as in the prefix assignment per geographi-
cal area, RSUs can share a prefix for a radio vehicular link, so they 
can construct an extended subnet, like an extended service set in 
a WiFi LAN [107]. In this extended subnet, when a vehicle moves 
across the coverage of two adjacent RSUs, it does not update its 
IPv6 address, because the two coverage areas have the same net-
work prefix as the same subnet. Thus, this method can reduce the 
frequency of IP address updates, leading to the reduced number of 
ND-related messages.

For the V2V scenarios, vehicles can continue to use the prefix 
that was advertised by the latest RSUs during their travel where 
those RSUs share the same network prefix for a radio vehicular 
link. In that case, the vehicles can communicate with the next RSU 
without changing their IPv6 addresses for V2I communication be-
cause the RSUs share the prefix. In addition, the IPv6 DAD can be 
extended as a multihop DAD to support an efficient duplicate ad-
dress verification in a multi-link subnet [121]. For this extension, it 
is assumed that a mobility anchor in a TCC is connected to RSUs, 
RSUs have extended neighbor caches with the IPv6 addresses of 
the vehicles under their radio coverage, and a mobility anchor (e.g., 
LMA in PMIPv6) has a merged neighbor cache table with all of the 
neighbor caches of the RSUs under its control. When a vehicle per-
forms DAD for its newly configured IPv6 address, it can verify the 
uniqueness of the IPv6 address through the current RSU and the 
mobility anchor. Thus, a vehicle can move fast across the cover-
age of multiple RSUs without changing its IPv6 address in the case 
where those RSUs share the same subnet prefix.

8.3. Routing and mobility management

The multihop data exchange between far-away vehicular nodes 
requires routing and mobility management. Currently, autonomous 
vehicles and many other vehicles are equipped with GPS receivers 
for self-driving and navigation service, respectively. Using these 
GPS receivers, vehicles can localize their positions in road networks 
and recognize their moving directions and speeds. This GPS-based 
mobility information (e.g., position, direction, and speed) can give 
RSUs and the mobility anchor an important decision-making fac-
tor in routing for packet forwarding and mobility management for 
handoff.

Furthermore, navigation systems including GPS receivers are 
installed in most vehicles and all autonomous vehicles. Since a 
navigation system provides the future trajectory of a vehicle to 
RSUs and the mobility anchor, they can perform routing and mo-
bility management for the vehicle in a more proactive manner 
by predicting the mobility of the vehicle based on its trajectory 
and mobility information [122]. For an improved proactive handoff, 
link-layer parameters, such as the signal strength of a link-layer 
frame (e.g., Received Channel Power Indicator [64]), can be used 
to determine the moment of a handoff between RSUs. Further, the 
DAD can be performed proactively by the network rather than the 
vehicle itself [121]. In a vehicular multi-domain environment (e.g., 
WLAN, IEEE 802.11-OCB, and cellular networks), the handoff is-
sue becomes more acute, since the dynamic of vehicle mobility 
becomes more random. A recent research has suggested a mobil-
ity prediction approach to improve the experience [123], however, 
new concepts and new paradigms are necessary for improving ve-
hicular handoff.

With the previous observations, host-based mobility (e.g., 
MIPv6) and network-based mobility (e.g., PMIPv6 and NEMO) need 
to be designed such that they take advantage of the vehicle tra-
jectories, road network layouts, and link-layer parameters in a 
proactive way.
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Multihop packet forwarding among vehicles in 802.11-OCB 
mode may show unfavorable performance due to the commonly-
known broadcast-storm problem [124]. This broadcast-storm prob-
lem can be mitigated by the coordination (or scheduling) of a 
cluster head in a connected VANET or an RSU in an intersection 
area, where the cluster head can work as a coordinator for access 
to wireless channels.

IP multicast in vehicular network environments is particu-
larly useful for various services. For instance, an automobile 
manufacturer can multicast a service notification to a particular 
group/class/type of vehicles. As another example, a vehicle or an 
RSU can disseminate alert messages in a particular area [125]. In 
general, with IEEE 802.11 wireless media, some performance is-
sues regarding multicast are found and described in [126]. Since 
several procedures and functions based on IPv6 use multicast for 
control-plane messages, such as ND and Service Discovery [127], 
the authors in [126] describe that the ND process may fail due 
to unreliable wireless links, leading to the failure of the DAD pro-
cess. In addition, RA messages can be lost in multicasting. Thus, 
the multicasting in vehicular networks should be performed in a 
reliable way under such packet loss.

8.4. Service discovery

A service discovery may be required for an application in a ve-
hicular node to search for another application (e.g., cooperative 
cruise control) or server in another vehicular node, which resides 
in either the same internal network or another internal network. In 
V2I or V2V networking, such a service discovery can be provided 
by either DNS-based Service Discovery [127] with mDNS [128]
or the vehicular ND [121] with a new option for service discov-
ery [121]. However, using multicast-based approaches may lead to 
unreliable service discovery for the reason described in Section 8.3.

In addition, for efficient and effective operations, the service 
discovery needs to take advantage of the characteristics of road 
networks (e.g., road network layout and traffic signals) and the 
characteristics of vehicular networks (e.g., vehicle trajectories and 
infrastructure nodes (e.g., RSUs and mobility anchor)).

8.5. Security and privacy

It is important to ensure security and privacy in order to pro-
tect vehicles from security attacks and tracking from hackers. For 
security, packets in vehicular networks can be encrypted by se-
curity keys and only decrypted by the intended recipients. For 
privacy, the identity information of a vehicle should be hidden 
from hackers. One popular method for such identity protection, an 
MAC address pseudonym, can be used [116,36]. The major issue 
in the MAC address pseudonym is ensuring the correct delivery of 
IPv6 packets to destinations despite the fact that the IPv6 address 
related to a MAC address can change over time. Since a TCP ses-
sion is identified by the pair of the IP addresses of the two end 
points, the update of the pseudonymous IP addresses of the TCP 
session should be notified to the TCP end points. For the sup-
port of TCP session continuity, whenever the network interface 
identifier changes, the notification of the IPv6 address change can 
be performed by a host-based mobility scheme (e.g., MIPv6). This 
pseudonym activity should be done so that hackers cannot figure 
out the identities of the vehicles.

9. Research challenges and issues

This section suggests several research challenges and issues in 
IPv6-based vehicular networks. They will motivate future research 
for IP-based solutions in vehicular networks. Table 7 shows a sum-
mary of research challenges and issues.
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Fig. 27. Challenge on QoS performances in heterogeneous vehicular networks.

9.1. Quality of service in heterogeneous vehicular networks

While DSRC-based IEEE 802.11-OCB vehicular network technol-
ogy has been investigated for years, 3GPP recently also has pub-
lished its V2X standard in 4G-LTE/5G networks, and especially it 
supports V2V communications without the management of a cel-
lular station. The DSRC-based IEEE 802.11-OCB technology adopts 
a Quality of Service (QoS) function introduced from EDCA (i.e., 
Enhanced Distributed Channel Access) of IEEE 802.11e standard, 
which categorizes data traffic into four classes and gives each class 
a channel access priority. At 3GPP side, the latest enhanced archi-
tecture for V2X services in 5G networks [5] also adopts a more 
detailed flow-based QoS scheme in line with the major 5G stan-
dard [120]. It is expected that the two technologies will co-exit 
in the future, and a vehicle can have two major wireless inter-
faces: DSRC-based IEEE 802.11-OCB and 3GPP V2X. However, they 
have different kinds of QoS mechanism, and it is still not clear 
how the two QoS mechanisms would affect IP data flows when 
the two technologies are used simultaneously. Fig. 27 shows a sce-
nario where two vehicles are using LTE/5G V2X and DSRC links, 
respectively. Traffic flows between the two vehicles may have an 
issue on QoS performances. Thus, the vehicular network architec-
ture needs to be designed to support the integration of QoS over 
multiple radio technologies (e.g., DSRC and LTE/5G).

9.2. Time sensitive networking and deterministic networking in 
vehicular networks

Time Sensitive Networking (TSN) [129] aims to provide a 
reliable, low-latency, and low-jitter traffic flow service at the 
link layer. TSN includes four aspects to provision the service, 
namely, synchronization, reliability, latency, and resource manage-
ment [130]. For the reliability, TSN suggests a set of mechanisms, 
such as frame replications and eliminations, path control, per-
stream filtering, and improved time synchronization. In the latency 
aspect, TSN proposes several approaches to achieve a bounded low 
latency, such as credit-based shaper, preemption, scheduled traffic, 
cyclic queuing and forwarding, and asynchronous shaping. These 
mechanisms and approaches are necessary for time-critical tasks 
in intra-/inter-vehicle networks [131]. However, the current TSN 
standards largely focus on wired Ethernet-based networks, which 
make it difficult to be applied directly to vehicular networks, con-
sidering the time-variant wireless communication environments. In 
addition, since the mechanisms in TSN mainly run at the link layer 
without any routing abilities, it is not clear how these mechanisms 
would affect IP-based traffic flows in multihop and multi-domain 
networks. As an example, an autonomous vehicle can also be 
tele-operated from a remote control center and some control com-
mands embedded in IP packets from the control center have strict 
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Table 7
Research challenges and issues.

Topic Challenges

QoS in Heterogeneous Vehicular Networks Different IP data traffic classifications between IEEE WAVE and 3GPP V2X protocols

TSN and DetNet in Vehicular Networks Time-sensitive tasks handled by vehicle internal and external IP data packets

Privacy Protection Efficient DAD and NUD operations of IPv6 ND for LISP and ILNP; Permanent 
identifier used in the LISP and ILNP; Privacy breakage in V2V using identifier of 
LISP and ILNP.

Vehicular Key Management The distribution and maintenance of the public keys of vehicles.

Vehicular Blockchain Blockchain technologies for road event logging and vehicle data sharing.

Vehicular MEC New approaches and new paradigms for vehicular task offloading.

Vehicular Cloud Computing Vehicle privacy breakages in vehicular networks
deadlines, these IP packets may experience congestion and packet 
loss on the way toward the target vehicle. If we consider mobility 
of the vehicle, the things become more complicated.

To address those issues, some tasks for Deterministic Network-
ing (DetNet) on top of TSN have been proposed in DetNet WG of 
IETF, focusing on solutions in the network layer [132,133]. So far, 
an overall DetNet architecture [134] has been proposed, and other 
work, such as DetNet data plane specifications, data flow informa-
tional model, and solutions over IP and Multi-Protocol Label Switch 
(MPLS), are ongoing. Nevertheless, since the primary purpose of 
DetNet is for wired networks, DetNet may not be able to miti-
gate unreliability, latency, and jittery issues caused by an uncertain 
wireless environment for IP-based vehicular networks. Thus, the 
above issues can hinder a reliable control process and bring high 
delay variations for connected autonomous vehicles.

9.3. Privacy protection in vehicular networks

The MAC address pseudonym can partially protect the privacy 
of a vehicle (or driver) by periodically changing the MAC address 
of the DSRC wireless interface, and the corresponding IP address 
based on the interface’s MAC address. A hacker can still keep track 
of the changes of the MAC address by observation, so (s)he can 
track the vehicle.

An approach for privacy protection is the separation of an iden-
tifier (ID) and a locator of a vehicle [135]. This separation al-
lows a vehicle to be assigned a new IP address as a locator that 
corresponds to the subnet of an RSU having the vehicle. An ID-
locator separation protocol, such as Locator/ID Separation Protocol 
(LISP) [136] and Identifier-Locator Network Protocol (ILNP) [137], 
facilitates a vehicle to have a new locator in a privacy-preserving 
manner whenever it visits the coverage of a new RSU. Thus, this 
separation disallows a hacker to track a vehicle with its IP address 
or MAC address because the short-lived IP address and MAC ad-
dress can be allocated to a vehicle only under the coverage of an 
RSU.

There are four research challenges related to the ID-locator sep-
aration [135]. The first research challenge is the extension of the 
IPv6 ND protocol for such ID-locator separation such that the IPv6 
ND works efficiently in the DAD and NUD operations. The sec-
ond one is the mobility management of a fast moving vehicle. The 
locator of the vehicle should be updated by the RSUs along the tra-
jectory of the vehicle in a proactive manner. The third one is the 
privacy protection of an identifier associated with a vehicle. Since 
in the current approaches (e.g., LISP and ILNP), the identifier is per-
manent and is used by the ID-locator separation protocol, there is 
still some possibility that a hacker can identify a vehicle with its 
identifier at the initial stage of the ID-locator separation protocol. 
Thus, an additional method is required to protect the identifier. 
The fourth one is the privacy protection in a V2V (or V2X) sce-
nario with no RSU. In this scenario, vehicles communicate directly 
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with each other since there exists no RSU as a packet relay. In 
this case, if they use their identifiers (e.g., vehicle identification 
number), a hacker may identify and track them. Thus, a privacy 
protection scheme for the V2V (or V2X) scenario is required to 
mitigate a hacker’s tracking trial.

9.4. Vehicular key management

A key management is important for the efficiency of asymmet-
ric cryptography in vehicular networks. A Public Key Infrastructure 
(PKI) can be used for such a key management. However, this PKI-
based solution assumes that a host (or server) is a stationary node 
without mobility or with a little mobility like a laptop computer 
with WLAN access. To support the high mobility of a vehicle, a 
vehicular network architecture needs to accommodate the quick 
registration of a vehicle’s public key and the quick retrieval of 
other vehicles’ public keys.

A vehicle has in-vehicle devices (e.g., Electronic Control Unit) 
and a driver/passenger’s mobile devices (e.g., smartphone and 
tablet PC) where they are assigned unique IPv6 addresses in a ve-
hicle. They can have individually their own certificate (e.g., X.509 
certificate [138] and TLS certificate [139]). The registration and 
deregistration of those certificates should be supported by a ve-
hicle and a vehicular infrastructure.

The operations related to the public keys and certificates can be 
performed using edge computing [15]. An edge computing device 
(ECD) near by an RSU can fetch the public keys of vehicles with 
which a vehicle will communicate in advance. The ECD plays a 
role of a local Certificate Authority (CA) for the operations of cer-
tificates of vehicles, which communicates with a central CA that 
shares the information of certificates with the local CA.

9.5. Vehicular blockchain

A blockchain is a distributed database to maintain an increas-
ing list of blocks which have transactions and are chained to each 
other [140]. This blockchain can provide vehicles with a distributed 
ledger for road event logging and vehicle data sharing in vehicular 
networks [107]. First, for road event logging, a blockchain-based 
incentive system can be constructed, and vehicles can be encour-
aged in participating in cooperative environmental sensing. Vehi-
cles, which provide other vehicles with useful information (e.g., 
accident and hazard) in road networks, can get reward from such 
an incentive system. A vehicle’s sensing data is disseminated as 
a transaction to neighboring vehicles and vehicular infrastructure. 
The neighboring vehicles and vehicular infrastructure perform a 
consensus method of a blockchain as a distributed ledger.

Second, for vehicle data sharing, a blockchain-based data shar-
ing system can be constructed, and vehicles can participate in co-
operative data sharing such as remote software update [141]. For 
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remote software update for a vehicle, a software provider for an 
ECU in a vehicle can efficiently distribute a new software for the 
ECU to a blockchain of an overlay architecture. For a lightweight 
blockchain architecture [142], this overlay architecture consists 
of overlay block managers as cluster heads performing intensive 
blockchain operations (e.g., the construction and dissemination of 
a block with vehicle software updates as transactions) and vehicles 
as cluster members performing lightweight blockchain operations 
(e.g., the verification of a block with the transactions).

The research challenges for vehicular blockchain include how 
to make a lightweight overlay architecture for vehicular networks 
in terms of initialization and maintenance cost, how to make the 
overlay blockchain be resilient to various security attacks such 
as a DDoS attack for blockchain choking, and how to make the 
blockchain preserve user privacy from a link attack for user pri-
vacy disclosure.

9.6. Vehicular multi-access edge computing

The vehicular MEC is showing to be a new paradigm for edge 
computing tasks [15]. For a vehicular MEC, computation tasks can 
be distributed to the on-board computer of many vehicles. When 
finished, these distributed tasks are able to report their results 
toward the initiating entity, either a vehicle or a remote MEC 
client [143–146]. To enable this kind of computing paradigm, an 
evolved IP-based vehicular network is pivotal. An improved IP-
based network architecture can enhance the computation data 
sharing and distributing. The existing mobility management so-
lutions for VANET shall be extended or redesigned to support 
the distributed computation tasks, especially when vehicles move 
among different domains that may cause computation tasks bro-
ken. From the security point of view, it would be challenging to 
secure the distributed tasks and guarantee the data integrity of a 
returned computation result. Thus, it becomes a pressing issue to 
design and improve a feasible IP-based approach to satisfy the new 
vehicular MEC paradigm.

9.7. Vehicular cloud computing

To improve the road traffic efficiency in the future, data gen-
erated by connected vehicles can be sent to a vehicular cloud 
(VC) [147] in which a transportation administration entity analyzes 
the traffic status and searches for more efficient traffic control so-
lutions. Such a kind of vehicular big data brings new challenges 
to IP-based vehicular networks. One of the most important issues 
is that the privacy breakages pose a major threat to the VC. Since 
the packets transmitted to the VC include sensitive information, 
e.g., positions, sensor data, and even in-vehicle personnel conversa-
tions, a more secure and breakage-safe IP-based vehicular network 
data encryption approach is necessary. The Quantum communica-
tion technology [148] and blockchain [140] for security and privacy 
can be good candidates, but more research is needed to find a suc-
cinct solution.

10. Conclusion

This paper surveyed IP vehicular networking for ITS providing 
smart road services to drivers and pedestrians. First, it explained 
the background knowledge and the use cases of IP vehicular net-
working employing V2I, V2V, or V2X. Three important aspects for 
such IP vehicular networks were investigated and discussed along 
with security & privacy considerations as follows: (i) vehicular net-
work architecture, (ii) vehicular address autoconfiguration, and (iii) 
vehicular mobility management. This paper also investigated the 
recent standardization activities related to IP vehicular networks. 
Then, this paper summarized and analyzed the existing research 
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and standardization activities regarding IP vehicular networking. 
Finally, this paper presented several research challenges and is-
sues for the future IP vehicular networks. Therefore, through the 
in-depth analysis of state-of-the-art research and standardization 
activities related to IP vehicular networking, this paper proposes 
the requirements, design principles, and research directions of IP-
based vehicular networking for smart roads. It is believed that 
this paper opens a new door to researchers, designers, and im-
plementers to work on IP vehicular networking technologies to 
facilitate human-driving, semi-autonomous, and autonomous vehi-
cles in the future.
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