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Abstract: This study proposes an effective delay-aware packet forwarding (DAPF) for driving safety and efficiency in vehicular
networks. Vehicular ad hoc networks have been an emerging technology for vehicular communication for the last few decades,
but still, it has many challenging issues such as on-time dissemination of message at an emergency situation (e.g. accident and
obstacle) to the vehicles having the same route to their destinations. This on-time dissemination can prevent further collision of
vehicles and road traffic congestion. In this study, the authors propose an effective way of selecting the processing position of a
message among a cluster head, road-side unit (RSU), and vehicular cloud, on the basis of total delivery time and cost. They
further show that this effective selection and on-time dissemination helps the upcoming vehicles to select an appropriate route to
their destinations. Through simulation results, it is shown that their DAPF outperforms other schemes in terms of packet delivery
time.

 Nomenclature
TPro processing time
TProch processing time of cluster head (CH)
TProrsu processing time of road-side unit (RSU)
TProcld processing time of cloud
TCom communication time
PL packet length
R transmission rate
CPro processing cost
CProch processing cost at CH
CProrsu processing cost at RSU
CProcld processing cost at cloud
Ce estimated cost
Tep estimated processing time
Tcp actual processing time
DPro propagation delay
d distance between links
s propagation speed
Ttot total delivery time
Ttotch total delivery time for CH
Ttotrsu total delivery time for RSU
Ttotcld total delivery time for cloud
Tv vehicle's time to reach a junction
CPro

′ lowest processing cost
TTe vehicle's estimated travelling time
TTn vehicle's new travelling time

1 Introduction
Vehicular ad hoc networks (VANET) for vehicular communication
or connected cars have been a hot topic for researchers over the last
few decades. IEEE has standardised dedicated short-range
communications (DSRC) for vehicular networks. Although the
basic purpose of VANET was to reduce road accidents, traffic
congestion, and fuel consumption [1, 2], but VANET can also
provide infotainment services to drivers [3–5]. The three categories

of VANET have been researched as vehicle-to-vehicle (V2V),
vehicle-to-infrastructure (V2I), and infrastructure-to-vehicle (I2V)
communications.

Classification of autonomous vehicles is done in the following
five levels [6]. Vehicles with no automation are classified as level
0. Vehicles with limited automation are classified as levels 1 and 2.
Vehicles with full automation and a limited safe environment are
classified as levels 3 and 4. Fully automated vehicles without
human intervention are classified as level 5.

The fully automated vehicle is the one that can move from one
point to another without human intervention. A fully automated
vehicle must be equipped with tens of devices such as radars,
lidars, cameras, and global positioning systems (GPSs). With the
combination of all these devices, the fully automated vehicle can
recognise its surroundings and determine its path. The advantages
of fully automated vehicles include the prevention of accidents and
collision, congestion-free traffic flow, reduction in fuel
consumption, and self-driving for physically handicapped persons.

Why do we need autonomous vehicles? The answer is to
overcome the accidents caused by human errors. The three main
error types made by a human while driving are as follows [7]:

• Perceptual error: This error is caused by the mis-perception of
the driver due to dim light or bad weather.
• Distraction error: This error is caused when a driver is distracted
by something (e.g. smartphone call and texting) and fails to notice
the upcoming moment of danger. This error is also known as
‘blindness due to inattention’.
• Response error: This error is caused actually by a driver who has
full attention on the situation during driving, but he fails to react
correctly in a difficult driving course such as mountain roadways
and slippery roadways due to snow or rain. This error may lead to
either sharp turn or quick braking.

Data dissemination has been a challenging issue in VANET for
delay-intolerant services. On-time disseminating about emergency,
accident, congestion, and obstacles to other vehicles can prevent
further collision and congestion in the same route.

In this study, we present an effective delay-aware data
forwarding (DAPF) for driving safety and efficiency in vehicular
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networks. The proposed idea is based on the concept of processing
and the timely delivery of the message. A most effective data
processing position among a cluster head (CH), road-side unit
(RSU), and traffic control centre in the vehicular cloud (shortly
called cloud in this study) is selected to process the data and then
the data is forwarded to the destination. Note that traffic control
centre (TCC) is a cloud system having multiple servers to quickly
process the data from the RSUs and deliver the response to a
destination. We assume that the vehicles are moving in the form of
clusters and the clustering follows our previous work in [8].
Clustering in VANET has been considered as an efficient means for
communication, which helps efficient and safe driving and
reducing data congestion [9]. To achieve better performance in
clustering, much research has been done on the stable clustering
with speed [10], trajectory [8], and traffic flow [11].

Fig. 1 shows the vehicular network architecture with VANETs,
RSUs, eNodeBs (shortly eNBs), and vehicular cloud. It supports
VANET communications (i.e. V2V, V2I, and I2V). In this figure, N
vehicles have M CHs and only a CH can communicate with a RSU.
The task of data processing and decision-making can be done at
CH, RSU, or cloud, depending on the processing time and
transmission time. Note that this study is the enhanced version of
our previous conference paper [12]. Our contributions in this study
are as follows:

• An effective method is proposed for selecting an appropriate
processing position among CH, RSU, and cloud. The purpose of
this selection is to timely send data to vehicles approaching
accident area (see Section 4).
• A mathematical model is proposed based on processing cost and
total delivery time (see Section 3).
• Simulation with realistic environments is compared with our
mathematical analysis (see Section 6).

The rest of the paper is organised as follows. Section 2
summarises related work. Section 3 explains the overall system
model of our work that includes the VANET model, processing
data at CH, RSU, and cloud. Section 4 describes the optimisation
of our work. Section 5 elaborates on the rerouting of vehicles, once
they get the information related to an accident on their navigation
path. Section 6 evaluates the performance of our scheme. Finally,
in Section 7, we conclude this paper along with future work.

2 Related work
Much research has been done on data dissemination in VANET,
and most of them consider only delay-tolerant data dissemination
[13–15] and some consider delay-intolerant data dissemination
[16–18]. Data dissemination of data means to send the data from a

source to a destination by considering delay and reliability. In the
data dissemination, messages can be sent towards a destination or
destination in unicast or multicast, i.e. sending them to either a
specific vehicle or all the vehicles in a region.

In static-node assisted adaptive data dissemination protocol for
vehicular networks (SADV) [19], Ding and Xiao proposed to
deploy some static nodes at intersections. The function of the static
node is to store a packet for some time and wait for a vehicle
having the best delivery path to forward the packet. The concept of
SADV is that the best path is not always available at the arrival
time of a packet at an intersection, so it is better to store it in a
static node for a while and then forward it to an appropriate next-
hop vehicle when the best path is available.

In vehicle-assisted data delivery (VADD) [15], Zhao and Cao
proposed the idea of carry-and-forward, where a vehicle carries a
packet until it finds a new vehicle in its range to forward the packet
to. VADD describes two different forwarding protocols, such as
location first probe and direction first probe. The former selects a
vehicle to forward the data on the basis of distance. The later
selects a vehicle to forward the data on the basis of the direction
towards the destination.

In trajectory-based data forwarding (TBD) [13], Jeong et al.
proposed a new scheme to select the next-hop vehicle to forward
the data on the basis of a trajectory in multi-hop V2I data delivery.
TBD also uses a carry-and-forward method. A packet carrier
vehicle in TBD determines whether it can forward the packet to
another appropriate vehicle or carry it by itself towards the
destination.

In trajectory-based statistical forwarding (TSF) [20], Jeong et
al. proposed to forward data to a moving destination multi-hop I2V
data delivery. TSF forwards packets to a target point where the
destination vehicle is expected to pass through. The strategy of
TSF is to send a packet earlier to a target point than the destination
vehicle arrives there.

In [16], Wu et al. proposed a delay-sensitive data dissemination
scheme. It uses two cooperative paths for the dissemination of data
with short delays and high delivery ratios. In the scheme, a relay
node selects two nodes as another relay node (as the main
forwarder) and an auxiliary node (as a secondary forwarder), and
then these two nodes broadcast the data. The next-hop relay node
will repeat this process by selecting two forwarders (i.e. relay node
and auxiliary node).

In [17], Wu et al. proposed a MAC protocol for delay-sensitive
data dissemination. It uses Q-learning algorithm in order to avoid
packet collisions by adjusting a contention window size. In [18], Li
and Boukhatem proposed a new routing protocol using ant colony
optimisation to find optimal route with minimum delay for delay-
sensitive data dissemination.

Different from the literature, in this study, we propose a method
that effectively selects a data processing position to forward data
packets to by considering data processing costs (i.e. processing
time, communication time, and the number of links). Specifically,
in this study, we consider a situation where emergency packets
need to be forwarded towards the vehicles that will pass through
the roadway having an emergency.

3 System model
We consider a scenario where we have three data processing
positions such as CH, RSU, and cloud. Suppose that there happens
a collision on a heavy traffic road in an urban city. As shown in
Fig. 2, two front vehicles in a cluster are two cluster members
(CMs, i.e. CM1

1 and CM2
1) of the first cluster. They capture the

multimedia data (e.g. image and video) and send their data to their
cluster head (CH), CH1. On the basis of processing time and
propagation delay, CH1 then decides to either process the data by
itself or send it to a RSU.

3.1 Multimedia data processing decision

For a decision-making process, a CH at first decides whether to
process the data by itself or send it to a RSU. This decision of the
CH initially depends on the processing time (TPro), communication

Fig. 1  Vehicular network architecture with VANETs, RSUs, eNodeBs, and
vehicular cloud
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time (TCom), processing cost (CPro), and number of links (L). Then,
it will check the communication range and channel capacity of the
RSU. Once the CH sends the data to the RSU, the RSU decides to
process the data by itself or send it to the cloud, depending on the
processing rate of the RSU and traffic density around its coverage
area. Lastly, if the RSU sends the data to the cloud for processing,
the cloud will process it and broadcast a warning message to
vehicles in the vicinity of the possible collision area in order to
avoid traffic congestion and support the smooth flows of road
traffic. Among the cloud, RSU, and CH, one is selected, which has
the minimum value as in 1

X = min {α, β, γ}, (1)

where

α = TProcld + ∑
l = 1

L
TComl × CProcld, (2)

β = TProrsu + ∑
l = 1

L
TComl × CProrsu, (3)

γ = TProch + ∑
l = 1

L
TComl × CProch . (4)

The processing cost depends on the processing time of the
processor of a CH, RSU or cloud. The longer the delay is, the
lower the cost is. The processing cost is

CPro = Ce(1 − dv), (5)

where CPro, Ce, and dv are the current processing cost, estimate
cost, and depreciation value, respectively. Depreciation is known as
the decrease in the value of cost. Depreciation depends upon the
estimate processing time (Tep) and actual processing time (Tcp),

where Tep can be the same as Tch, Trsu or Tcld, and Tcp can have
some delay in addition to Tep. The ratio of Tep to Tcp can be ≤ 1,
which indicates that the current processing cost CPro is less than or
the same as the estimated cost Ce

Tep
Tcp

< 1, for less cost
= 1, for the same cost

The depreciation value depends on the above processing time as
follows:

dv =
0, if Tep = Tcp
Tep
Tcp

, otherwise

Depending on the value of (1), we can get the position for data
processing, which is given by the following equation:

Xchi + Xrsu j + Xcld = 1, for i = 1, …, M and j = 1, …,
J, (6)

where M is the total number of CHs and J is the total number of
RSUs, respectively.

For every CH Xchi, RSU Xrsu j, and cloud Xcld ∈ {0, 1}, it is
shown that the data can be processed by CH, RSU or cloud and
only one of Xchi, Xrsu j, and Xcld can be 1 because one place should
be selected for data processing.

3.1.1 VANET model: In our VANET model, we consider an urban
area road network where vehicle density is high. We assume that
vehicles move in the form of clusters. The aim of our idea is to
disseminate the accident information efficiently and effectively to
intersection points adjacent to the accident area for a given road
network. This disseminated information can prevent further traffic
congestion on the accident road segment and its neighbouring road
segments. Thus, this traffic congestion prevention can help a rescue

Fig. 2  An accident happening scenario in an urban traffic environment
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team to immediately reach the accident area and rescue the injured
people.

All the notations and symbols used in this study are outlined in
Nomenclature section. Some general facts and assumptions are as
follows:

• Vehicles are moving in clusters.
• Each vehicle is equipped with lidar, radar, sensors, cameras, GPS
receiver etc.
• Vehicles have two modes of communication; one is DSRC and
the other is cellular communication (e.g. 4G-long-term evolution).
Vehicles can switch to any mode according to need.
• RSUs are installed in such a way that each RSU can cover at least
two clusters.
• CH can obtain road statistics (e.g. average speed and link delay)
and a vehicle density from a RSU that it met recently.
• Once a vehicle at a junction (i.e. intersection) receives the
information about an accident, it will follow a new route according
to a scheme in Section 5.
• All vehicles' communication range is r such that rCH = rCM = r for
CH and CM, respectively.
• Wireless networks between vehicles and RSUs as well as wired
networks between RSUs and TCC in the vehicular cloud are
protected from security attacks by cloud-based security service
systems [21]. Malicious packets from malicious vehicles can be
filtered out by such cloud-based security service systems.

The wireless communication between vehicles Vi and V j within
one cluster is possible when the Euclidean distance (ED) between
the vehicles is less than or equal to rC, which is the radius of a
cluster, considering one-hop DSRC communication range. A
connectivity property [22] of CMs for a cluster is given by the
statement SCH:

SCH = [EDVi, V j ≤ rC, ∀(Vi, V j)], (7)

where EDVi, V j is the Euclidean distance between two vehicles Vi
and V j. On the other hand, the communication between CHi and
RSU j depends on the communication range of a RSU. If CHi is in
the range of RSU j, then CHi can communicate with RSU j. The
Euclidean distance EDCHi, RSU j between CHi and RSU j must be less
than or equal to the radius of a RSU, i.e. rRSU. A connectivity
property of a CH for a RSU is given by the statement SRSU:

SRSU = [EDCHi, RSU j ≤ rRSU, ∀(CHi, RSU j)] . (8)

The inter-arrival rate of vehicles follows a Poisson distribution [23,
24], and RSUs share the information of a vehicle density and road
statistics with CHs. The probability of k vehicles passing through
an intersection is denoted as

P(k) = e−λtλtk

k! , (9)

where λ is the expected arrival rate of vehicles in a road segment as
λ = E(V) (i.e. the expected number of vehicle arrivals for unit time
t), and k is the number of vehicles passing through an intersection
for unit time t.

3.1.2 Processing data at CH: There are two cases in which data
can be processed at CH. The first case is that from (1) and (6), CH
is selected to process the data. The second case is that from (1) and
(6), either RSU or cloud is selected to process the data, but the CH
is not in the range of RSU or that the currently required up-link and
down-link capacities (Cu, Cd) are less than those of up-link and
down-link data rates (Rui, Rdi) of user i. In these two cases, the CH
should be selected to process the data and forward it to the other
vehicles. Thus, the selection of Xchi = 1 and Xrsui = Xcldi = 0 holds
if CHi ∉ RSUR. This selection means that the ith CH, CHi, is not in
the range of a RSU, i.e. RSUR.

The up-link and down-link data rates can also play a role in
selecting a CH for processing the data in the following conditions:

∑
i = 1

N
Rui ≥ Cu, (10)

∑
i = 1

N
Rdi ≥ Cd . (11)

A route for the delivery of multimedia data from a source to a
destination for CH is given as follows [22, 25]:

DP = {PS, CMi
1, CH1, CM j

1, CMh
2 , CH2, CMk

2, …, PD}, (12)

where DP is the packet's delivery path from a source to a
destination, including the sub-path from a cluster to another cluster,
and PS is a packet source, PD is a packet destination, CMi

s

represents the ith CM of cluster s and CHs is the CH of cluster s.
The processing time for CH is denoted as TProch and

TProch = Data_size/PCH, where PCH is the processing rate of CH.
The propagation delay and transmission time are calculated as
DPro = d /s and TCom = PL/R, respectively, where d is the distance
between two nodes, s is the signal propagation speed, PL is the
packet length, and R is the transmission rate. The total delivery
time when the CH is selected as a processing position can be
calculated as follows:

Ttotch = ∑
m = 1

M
TProchm

+ ∑
l = 1

L
(TCom, l + DPro, l),

for m = 1, …, M and l = 1, …, L,
(13)

where M is the total number of CHs and L is the total number of
transmission links (i.e. clusters). Fig. 3 shows the explanation of
(13), where it can be seen that the packet is delivered to the CHs. 

3.1.3 Processing data at RSU: The data received by a RSU is
either processed by the RSU or sent to the cloud, depending on the
processing rate of the RSU, and traffic density in the vicinity is
given as follows:

Pri ≤ PRSU, for i = 1, …, N, (14)

where Pri is the processing rate assigned to the ith multimedia data
packet and PRSU is the total processing rate of RSU and

DT ≤ TH, (15)

where DT and TH are the density of traffic and a threshold value,
respectively. If the density is greater than the threshold value, the
RSU will send the data to the cloud for processing the data and
broadcasting a warning message to control further traffic
congestion. A delivery path of the multimedia data from a source
to a destination for a RSU is given as follows:

DP = {PS, CMi
1, CH1, CM j

1, CMh
2 , CH2, RSU1, RSU2, …, PD} . (16)

Fig. 3  A packet flow route via CH in vehicular networks
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The packet delivery time at RSU (denoted as Ttotrsu) is given as
follows:

Ttotrsu = ∑
m = 1

M
TProchm

+ ∑
j = 1

J
TProrsu j

+ ∑
l = 1

L
(TCom, l + DPro, l),

for m = 1, …, M, j = 1, …, J, and l = 1, …, L,
(17)

where TProrsu is the processing time for RSU, which is computed as
TProrsu = Data_size/PRSU, where PRSU is the processing rate of
RSU, M is the total number of CHs, J is the total number of RSUs,
and L is the total number of transmission links (i.e. clusters).

Fig. 4 shows the explanation of (17), where the packet is
delivered from CH1 to RSU1 if CH1 is in the communication range
of a RSU called RSU1. This figure shows a single-hop data
forwarding from CH1 to RSU1. However, if CH1 is not in any
RSU's communication range, it will send the packet to CH2, which
is directly connected to another RSU called RSU2.

3.1.4 Processing data at cloud: Now, we consider the case
where the data is finally sent to the cloud. The cloud starts
processing it and decides to broadcast a response packet for the
data to the vehicles approaching the vicinity of the accident area,
where they will get stuck due to traffic congestion. This packet will
allow the approaching vehicles to avoid such a traffic-congestion
area with efficient detour paths. Packet delivery time at the cloud is
given as follows:

Ttotcld = ∑
m = 1

M
TProchm

+ ∑
j = 1

J
TProrsu j

+ TProcld

+ ∑
l = 1

L
(TCom, l + DPro, l),

for m = 1, …, M, j = 1, …, J, and l = 1, …, L,

(18)

where TProcld is the processing time for the cloud, which is
computed as TProcld = Data_size/PCLD, where PCLD is the
processing rate of the cloud.

Fig. 5 shows the explanation of (18), where the process is the
same as RSU. However, the difference is that once the RSU
receives the packet, it sends it to the cloud, and then a response
packet (i.e. a warning message) will be broadcasted to the vehicles
in the vicinity of the target location.

4 Optimisation problem
Our goal is to minimise the transmission and processing time in
consideration of cost. The other task is to efficiently deliver the
data to the nearby vehicles for congestion control and smooth
traffic flow. The optimisation problem is formulated as follows:

min ∑ Ttotch ⋅ Xch + Ttotrsu ⋅ Xrsu + Ttotcld ⋅ Xcld , (19)

such that

Ttot < Tv, (20)

CPro > CPro
′ , (21)

where Ttot and Tv are the total delivery time (Ttotch, Ttotrsu, or Ttotcld)
and the time a vehicle takes to arrive at the intersection,
respectively. As explained earlier, CPro decreases as the processing
time increases, i.e. CPro must be greater than the lowest cost (i.e.
CPro

′ ), which means that it corresponds to the maximum time the
processor can take to process the data for usefulness, where
CPro

′ = Ce(1 − dv′) and dv′ = (Tep + (Tv − Ttot))/Tcp.
Algorithm 1 (see Fig. 6) can be explained through the procedure

of selecting a processing position among a CH, RSU, and cloud, as
shown in Fig. 7, where three variables such as α, β, and γ, which

are obtained from (2), (3), and (4), are compared and then the
processing position is selected accordingly. If γ is less than α and
β, CH is selected as a processing position. If β is less than α and γ,
RSU is selected as a processing position. If α is less than β and γ,
the cloud is selected as a processing position. The time complexity
of Algorithm 1 (Fig. 6) is O(3M − 1), where M is the number of

Fig. 4  A packet flow route via RSU in vehicular networks
 

Fig. 5  A packet flow route via the cloud in vehicular networks
 

Fig. 6  Algorithm 1: data dissemination algorithm
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clusters and each cluster has at least three communication links
because the data can be sent from the vehicle that encounters the
accident to the CH, the CH broadcasts the data to its CMs, and it
lets one of its members closest to the next cluster send the data to
the next cluster. This time means that the total time taken to
disseminate the data to the destination depends on M. In line 8 in
Algorithm 1 (Fig. 6), if a CH is not in the range of a RSU or the
uplink and downlink capacities are less than the uplink and
downlink data rates of the users, then the data is still processed by
the CH.

5 Rerouting of vehicles coming towards the
affected area
Once the information is disseminated to the vehicles at an
intersection heading towards the affected area, the vehicles start to
follow a new route calculated by a CH, a RSU or the TCC in the
vehicular cloud. The vehicle sends a request to TCC for searching
for another appropriate route for it. A new route is selected to
minimise the congestion near the accident area. A lot of research
has already been done on rerouting algorithms for VANET [26,
27]. This is not the major part of this study, so this study just
explains that the vehicles will change their routes after receiving
the accident information. Assume that when a path used by a
vehicle from a source to a destination denoted as PS, D is an optimal
route with distance Dold. Assume that when an accident occurs in
its route, a vehicle has to change its route. For the purpose of
changing the route, the vehicle sends a request for a new route to
TCC. The new route not only depends on the congestion of
alternate routes but also considers traffic flow q that is calculated in
hours; we have multiplied the hours with 3600 to convert them into
seconds. Let K be density and Vm be mean velocity. The estimated
travelling time (TTe), new travelling time (TTn), and end-to-end
(E2E) delay DE2E by selecting a new route are given as follows:

TTe = Dold
Vm

+ (Tst), (22)

where Tst is the total expected traffic signal light timing. If
Ttot < Tv and CPro < CPro

′  are satisfied, TTn is calculated for a new
route having a distance Dnew

TTn = Dnew
Vm

+ (Tst), (23)

DE2E = TTn − TTe . (24)

A new route is selected, depending on parameters q, K, and Vm
that are given as follows:

q = N
Avg(t) × 3600, (25)

K = N
LS, D

, (26)

Vm = q
K , (27)

where N, Avg(t), and LS, D are the total number of vehicles on the
route, average time, and the length of the roadway from the source
to the destination, respectively. Equation (25) shows the number of
vehicles passing through a point in a unit of time. Equation (26)
calculates the number of vehicles in a specific length of road as
density. Equation (27) shows the average velocity of vehicles that
depends on traffic flow and density.

6 Performance evaluation
This section evaluates the performance of our scheme by selecting
the appropriate position for data processing and then dissemination.

The data rate is set to 6 Mbps, the number of vehicles is set to 50,
the number of RSUs is set to 4, and the speed of vehicles is set to
14 m/s. Also, the communication ranges of CHs (vehicles) and
RSUs are set to 60 and 120 m, respectively.

Table 1 shows simulation parameters. We use a road network
with nine intersections and only focus on one road segment where
the accident occurs and we deploy four RSUs to cover the whole
road segment, which is 500 m. The communication range of one
RSU can cover two clusters. We use OMNeT++ [28], Veins [29],
and SUMO [30] for the simulation in a grid-map road network, as
shown in Fig. 8. OMNeT++ is an open source software to simulate
computer networks including vehicular networks, and Veins
supports IEEE 802.11p communication as an OMNeT++ package.
SUMO is an open source software for realistic vehicle mobility in
road networks.

At the beginning of the simulation, we fixed the routes of
vehicles. After passing the centre junction, vehicles start to make
clusters and we change an accident spot to check the performance
for different numbers of clusters. Once an accident occurred, the
vehicles approaching the accident spot decelerates and finally stop.
If the front vehicle encounters an accident it will start sending

Fig. 7  Procedure of selecting a processing position
 

Table 1 Simulation parameters
Parameter Value
road network 1 km × 1 km
the number of Vehicles 50
the number of RSUs 4
data rate 6 Mbps
simulation time 100 s
processing rate of CH 3 Mbps
processing rate of RSUs 7 Mbps
processing rate of cloud 10 Mbps
data packet size 2 MB
the range of cluster 60 m
the range of RSU 120 m
the range of cloud 500 m

 

Fig. 8  A grid map road network for simulation
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accident information to its CH, the CH then decides to process it by
itself, or send it to either a RSU or the cloud, depending on the
estimated delivery time and estimated processing cost.

Our goal is to effectively select an appropriate position for data
processing and then response data for the detour is disseminated to
vehicles at a target intersection. Thus, the vehicles can follow
alternate routes other than the accident road segment.

Performance metrics: We use total packet delivery time as a
metric for the performance of our scheme. We use two different
scenarios: (i) total packet delivery time with respect to the number
of clusters, where the number of clusters increases, and (ii) total
packet delivery time with respect to the number of clusters, where
we search for a cluster among ten clusters until the cluster is within
a RSU's communication range, from the first cluster up to the last
cluster. 

(i) Total packet delivery time with respect to the number of clusters,
where the number of clusters increases: As mentioned above, we
use two scenarios. As shown in Fig. 9, the first scenario is used to
measure the total delivery time while selecting CH, RSU or cloud.

The selection of any of them is performed according to the
processing cost and delivery time. We use different random
processing cost ratios for selecting processing position for each,
and then compare our results with mathematical analysis.

Table 2 shows the processing cost ratio among CH, RSU, and
cloud for two simulation scenarios (i.e. scenarios 1 and 2). The
effective selection of CH, RSU or cloud is marked by ‘*’ in Figs. 9
and 10.

In Fig. 9a, we use the processing costs for CH, RSU, and cloud
with a ratio of 0.2:0.6:2, respectively. In Fig. 9b, we use the
processing costs for CH, RSU, and cloud with a ratio of 0.1:0.3:2,
respectively. In Fig. 9c, we use the processing costs for CH, RSU,
and cloud with a ratio of 0.2:0.6:2, respectively. From Fig. 9, it can
be seen that the selection of processing point is different for
different cases.
(ii) Total packet delivery time with respect to the number of
clusters, where we search for a cluster among ten clusters until the
cluster is within a RSU's communication range, from the first
cluster up to the last cluster: We elaborate on the second scenario
where we have ten clusters and four RSUs. Suppose that initially,

Fig. 9  Scenario 1: total packet delivery time with respect to the number of clusters, where the number of clusters increases
(a) Processing cost ratio for CH, RSU, and cloud is 0.2:0.6:2, (b) Processing cost ratio for CH, RSU, and cloud is 0.1:0.6:2, (c) Processing cost ratio for CH, RSU, and cloud is
0.1:0.3:2

 
Table 2 Processing cost ratio for simulation scenarios
Processing cost ratio

CH RSU Cloud
scenario 1

a 0.2 0.6 2
b 0.1 0.6 2
c 0.1 0.3 2

scenario 2
a 0.4 0.75 1
b 0.5 0.75 1
c 0.5 0.9 1

 

Fig. 10  Scenario 2: total packet delivery time with respect to the number of clusters, where we search for a cluster among ten clusters until the cluster is
within a RSU's communication range, from the first cluster up to the last cluster
(a) Processing cost ratio for CH, RSU, and cloud is 0.4:0.75:1, (b) Processing cost ratio for CH, RSU, and cloud is 0.5:0.75:1, (c) Processing cost ratio for CH, RSU, and cloud is
0.5:0.9:1
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the vehicle in CH1 that encounters the accident is within the range
of the RSU, it sends the packet to its CH and CH will send it to
RSU and then it follows the same procedure shown in Fig.4, but if
CH1 is not within a RSU's communication range, then it will send it
to CH2. Now CH2 will check whether it is within a RSU's
communication range or not. This search for a RSU over the
VANET having the clusters is repeated until a CH can connect to a
RSU by the DSRC communication range. As shown in Fig. 10,
when data is sent by clusters, the total delivery time is much higher
than that of a RSU. However, the total delivery time of the cloud
remains almost similar to that of a RSU.

In Fig. 10a, we use the processing costs for CH, RSU, and
cloud with a ratio of 0.4:0.75:1, respectively. In Fig. 10b, we use
the processing costs for CH, RSU, and cloud with a ratio of
0.5:0.75:1, respectively. In Fig. 10c, we use the processing costs
for CH, RSU, and cloud with a ratio of 0.5:0.9:1, respectively.

7 Conclusion
In this study, we proposed a delay-aware data processing (called
DAPF) for effective and delay-sensitive data processing and
dissemination in vehicular networks. One of the main issues in
vehicular communication is on-time dissemination of message at
the emergency situation (e.g. accident or obstacle) to the vehicles
having the same route to their destination. This on-time
dissemination can prevent further vehicle collision and traffic
congestion from happening. In this study, we proposed an effective
way of selecting a processing place of the message among a CH, a
RSU, and the cloud, on the basis of total delivery time and cost. We
also elaborated that this effective selection and on-time
dissemination helps the upcoming vehicles to select appropriate
routes to their destinations. To evaluate the effectiveness of our
DAPF, simulation results were compared with mathematical
results. As future work, we will extend our work to multi-vehicles-
to-multi-vehicles communication where multiple vehicles can
communicate with each other at the same time and they can
collaborate to effectively process tasks.
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